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This study aims to examine public opinion regarding the MBG program on platform
X by utilizing the Support Vector Machine (SVM) algorithm using two sentiment
labeling methods, namely InSet Lexicon and VADER Lexicon. The data was then
divided into 70% for training and 30% for testing, and extracted using Term
Frequency—Inverse Document Frequency (TF-IDF) to convert the text into
numerical representations. The SVM model was trained on both labeled data sets to
compare their performance based on evaluation metrics such as accuracy, precision,
recall, and F1 score. The results show that labeling with VADER produces a more
dominant number of neutral sentiments, while InSet Lexicon produces a more
balanced distribution between positive, negative, and neutral sentiments. At the
modeling stage, SVM with InSet labels achieved an accuracy of 80.10%, with
precision of 0.81, recall of 0.80, and an F1 score of 0.79. Meanwhile, SVM with
VADER labels achieved an accuracy of 93.83%, precision of 0.94, recall of 0.94,
and an F1 score of 0.93. Although VADER showed higher accuracy values, InSet
Lexicon is considered more efficient and relevant for sentiment analysis in Indonesia

because it is capable of producing more balanced and contextual classifications.

This is an open access article under the CC-BY-SA license.

I. PENDAHULUAN

Pemerintah Indonesia meluncurkan program MBG (Makan
Bergizi Gratis) sebagai salah satu upaya untuk meningkatkan
status gizi dan kesehatan masyarakat, terutama bagi
kelompok rentan. Namun, implementasi program ini kerap
menuai sorotan publik di media sosial, termasuk platform X.
Persepsi masyarakat yang beragam—positif, netral, atau
negatif—terlihat dari cuitan, komentar, dan diskusi daring.
Misalnya, dalam studi mengenai komunikasi kebijakan MBG
disebut bahwa opini publik di media sosial menunjukkan
perasaan ambigu atau kritik terhadap percepatan pelaksanaan
program dan ketidakjelasan regulasi.

Analisis konten di platform sosial seperti Twitter atau X
telah terbukti menjadi metode yang efektif untuk menilai
pandangan publik tentang berbagai topik kebijakan, produk,
atau isu sosial, karena mampu mengidentifikasi cara pandang
masyarakat terhadap opini yang ada di publik [1]. Dari segi
teknis, analisis sentimen berada di antara pemrosesan bahasa
alami, penggalian teks, dan linguistik berbasis komputer.

Metode ini menggunakan teknik seperti pendekatan berbasis
kamus atau  metode  machine learning  untuk
mengklasifikasikan teks [2]. Dalam konteks ini, proses
pelabelan data menjadi langkah krusial yang mempengaruhi
kualitas model klasifikasi. Terdapat sejumlah teknik
pelabelan, terutama penggunaan kamus sentimen seperti
Indonesia Sentiment Lexicon atau pendekatan VADER yang
banyak digunakan di platform media sosial.

Pendekatan berbasis lexicon menggunakan kamus kata
yang sudah diberikan nilai sentimen, misalnya InSet Lexicon
yang khusus dikembangkan untuk bahasa Indonesia, serta
VADER vyang dirancang untuk teks media sosial dengan
pendekatan aturan dan lexicon. InSet Lexicon dipilih karena
kustomisasinya yang fokus pada bahasa Indonesia sehingga
lebih relevan dalam konteks local [3]. Sedangkan VADER
dipilih karena kemampuannya yang dirancang khusus untuk
teks media sosial dengan memperhitungkan intensitas kata,
penggunaan huruf kapital, tanda baca, dan emotikon sehingga
bisa menangkap nuansa sentimen lebih baik di media sosial
[4]. Pengujian kedua metode pelabelan ini bertujuan
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mengetahui mana yang memberikan representasi sentimen
terbaik pada opini program MBG.

Algoritma SVM banyak digunakan dalam analisis
sentimen karena kemampuannya melakukan klasifikasi
dengan margin maksimal dan hasil yang akurat. Fitur-fitur
data teks, seperti kata-kata atau istilah, diubah menjadi
representasi numerik (misalnya TF-IDF, word embedding)
agar dapat digunakan oleh SVM. Studi terkini menunjukkan
kombinasi pelabelan Dberbasis lexicon dengan SVM
menghasilkan performa baik dalam klasifikasi sentimen
aplikasi dan produk digital.

Berbagai penelitian telah membahas penggunaan kedua
pelabelan ini dalam analisis sentiment. Sebagai contoh, studi
[3] membandingkan pelabelan menggunakan rating-based
dan InSet Lexicon pada data ulasan aplikasi GoBiz dan
menguji dengan SVM, menemukan InSet Lexicon
memberikan akurasi hingga 89,7% yang lebih baik daripada
rating-based. Penelitian lain oleh [5] membandingkan
pelabelan InSet Lexicon dan VADER pada analisis sentimen
isu Rohingya di media sosial, menemukan InSet Lexicon
memiliki akurasi rata-rata 85,8% dan VADER 82,65% saat
diuji dengan SVM. Studi lain [6] mengevaluasi berbagai
pendekatan pelabelan termasuk InSet Lexicon dan
menemukan InSet efektif untuk sentiment classification di
bahasa Indonesia. Penelitian lain [7] menggunakan VADER
untuk analisis sentimen pada forum web dan menunjukkan
bahwa VADER efektif dalam penyajian opini dengan catatan
keterbatasan dalam kosakata dan konteks sarkasme.

Tujuan utama penelitian ini adalah membandingkan
performa pelabelan InSet Lexicon dan VADER dalam
mengklasifikasikan opini publik tentang program MBG
menggunakan SVM, serta menentukan metode pelabelan
mana yang memberikan hasil klasifikasi sentimen paling
akurat dan dapat diandalkan. Hasil penelitian ini diharapkan
dapat memberikan wawasan mengenai metode pelabelan
yang lebih sesuai untuk data Indonesia dan kebijakan public,
memberi pemerintah atau pembuat kebijakan alat untuk
mengukur persepsi publik tentang MBG secara otomatis dan
lebih akurat, serta membantu dalam monitoring dan evaluasi
kebijakan berbasis opini publik daring, sehingga pemerintah
dapat merespon proaktif terhadap kritik atau masalah
persepsi.

II. METODE

Proses diawali dengan pengumpulan informasi (crawling)
menggunakan API, dan kemudian dilanjutkan dengan tahap
preprocessing untuk membersihkan serta mempersiapkan
data teks. Setelah itu, data dilabeli secara bersamaan dengan
memanfaatkan dua metode pelabelan, yakni InSet Lexicon
dan VADER, untuk membandingkan hasil yang diperoleh.
Data yang sudah dilabeli selanjutnya dibagi menjadi set
latihan dan set uji, lalu dilakukan ekstraksi fitur dengan
menggunakan TF-IDF untuk merepresentasikan teks dalam
format numerik. Model SVM dibangun menggunakan data
latih tersebut, dan akhirnya dilakukan evaluasi performa

model berdasarkan hasil klasifikasi. Prosedur penelitian
secara keseluruhan digambarkan dalam Gambar 1.
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Gambar 1. Diagram Alur Penelitian
A. Pengumpulan Data

Pengambilan data dilakukan menggunakan Application
Programming Interface (API) serta memanfaatkan pustaka
Python dengan teknik crawling yang dijalankan melalui
platform Google Colab. Data yang dikumpulkan berasal dari
komentar dan pendapat publik pada platform X (sebelumnya
Twitter), yang diambil dengan kata kunci relevan dengan
program MBG. Proses crawling ini memungkinkan peneliti
untuk mendapatkan data dalam jumlah besar secara
sistematis, serta dapat disesuaikan parameter pencarian
seperti waktu, kata kunci, dan filter lain sesuai kebutuhan
analisis sentimen.

B. Preprocessing Data

Langkah awal yang penting dalam pengolahan data adalah
preprocessing, yang dilakukan untuk memastikan teks bersih
dan siap diolah. Proses ini meliputi case folding, penghapusan
URL, mention dan hashtag, normalisasi, tokenization,
stopword removal, dan stemming menggunakan library
Sastrawi yang sesuai dengan karakteristik Bahasa Indonesia.
Langkah-langkah ini penting untuk mengurangi noise pada
data dan menghasilkan fitur yang representatif sebelum
proses pembelajaran mesin dilakukan. Menurut penelitian
terbaru, pra-pemrosesan teks memiliki pengaruh signifikan
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terhadap peningkatan akurasi dalam klasifikasi sentimen
berbasis TF-IDF dan SVM [8].

C. Pelabelan Sentimen

Pelabelan adalah suatu proses pengelompokan untuk
mengevaluasi emosi dari setiap komentar, yang dibagi
menjadi dua kategori yakni emosi positif dan negatif. Metode
penandaan ini mengimplementasikan strategi yang berakar
pada leksikon, artinya memanfaatkan kumpulan kata yang
telah dikelompokkan berdasarkan emosi tertentu sebagai
referensi untuk menentukan polaritas dari setiap ulasan. [9].
Setelah teks dibersihkan, dilakukan pelabelan otomatis
(automatic labeling) menggunakan dua pendekatan lexicon-
based, yaitu InSet Lexicon dan VADER. InSet (Indonesia
Sentiment Lexicon) merupakan kamus kata sentimen Bahasa
Indonesia yang dikembangkan untuk mengukur polaritas
opini dalam teks lokal dengan menghitung bobot positif dan
negatif dari setiap kata [8]. Sebuah teks akan dikategorikan
sebagai positif, negatif, atau netral berdasarkan skor total
yang diperoleh.

Sementara itu, VADER merupakan metode rule-based
sentiment analysis yang dirancang untuk teks media sosial
dalam bahasa Inggris dan multibahasa. VADER memberikan
skor komposit (compound score) antara —1 sampai +1 yang
menunjukkan kekuatan emosi dalam teks; skor di atas 0.05
dikategorikan sebagai positif, di bawah —0.05 sebagai negatif,
dan sisanya sebagai netral [10]. Studi lain membandingkan
VADER dengan beberapa lexicon lain seperti WordNet dan
SentiWordNet dalam analisis sentimen ulasan properti di
Malaysia, di mana VADER mampu mengidentifikasi kalimat
netral dan negatif dengan lebih efektif, meski ada
keterbatasan seperti sulit mendeteksi sarkasme dan istilah
yang salah eja [11].

InSet Lexicon juga telah diaplikasikan dalam analisis
sentimen komentar media sosial, misal pada respons publik
terhadap isu nasional, di mana hasilnya merekomendasikan
lexicon ini sebagai metode pelabelan yang lebih relevan untuk
karakteristik sentimen local [12]. Penggunaan kedua metode
ini bertujuan untuk membandingkan efektivitas pelabelan
berbasis lexicon lokal (InSet) dengan lexicon universal
(VADER) terhadap data publik Indonesia.

D. Split Data

Dataset dipecah menjadi dua bagian menggunakan teknik
pemisahan data, dengan proporsi 70% dialokasikan untuk
pelatihan dan 30% untuk pengujian dari keseluruhan data.
Pembagian ini dipilih karena sudah lazim dipakai dalam studi
yang berorientasi pada analisis sentimen dan telah terbukti
memberikan keseimbangan yang baik antara jumlah data
yang digunakan untuk membangun model dan data yang
digunakan untuk mengevaluasi kinerja model secara objektif
[13].

E. Ekstraksi Fitur TF-IDF

Teknik ekstraksi fitur menggunakan TF-IDF (Term
Frequency-Inverse Document Frequency) digunakan untuk
merubah teks menjadi bentuk angka yang mencerminkan
tingkat kepentingan suatu kata dalam konteks seluruh
kumpulan dokumen. Representasi TF-IDF sangat berguna
dalam studi analisis sentimen karena dapat menyeimbangkan
antara kata-kata yang sering muncul dengan kata-kata yang
memiliki arti khusus.

F. Support Vector Machine

Algoritma ini banyak digunakan dalam analisis sentimen
karena terbukti efisien dalam mengklasifikasikan data
berdimensi tinggi seperti teks, serta memiliki kemampuan
generalisasi yang baik [14]. Namun, SVM membutuhkan
waktu komputasi yang lebih lama pada dataset. Pada
penelitian ini, digunakan kernel linear karena lebih sesuai
untuk data yang representasinya sparsity tinggi, seperti TF—
IDF.

Penelitian terdahulu mengenai penerapan Support Vector
Machine (SVM) dalam analisis sentimen menunjukkan
bahwa pemilihan metode pelabelan (labeling) memiliki
pengaruh signifikan terhadap hasil klasifikasi. Salah satu
studi yang relevan dilakukan oleh [5], yang membandingkan
penggunaan InSet Lexicon dan VADER Lexicon dalam
analisis sentiment dengan menggunakan SVM menunjukkan
bahwa perbedaan karakteristik bahasa antara InSet (yang
berbasis leksikon Bahasa Indonesia) dan VADER (yang
dikembangkan untuk Bahasa Inggris) berdampak pada variasi
tingkat akurasi, di mana InSet lebih unggul dalam menangkap
nuansa linguistik lokal.

Penelitian lain oleh [15] juga menerapkan VADER
Lexicon dan SVM untuk mengklasifikasi komentar pengguna
aplikasi Blu BCA. Studi ini berfokus pada evaluasi kinerja
model dalam mengenali opini pengguna terhadap layanan
digital perbankan. Hasilnya menunjukkan bahwa kombinasi
VADER dan SVM mampu mencapai tingkat akurasi yang
kompetitif, terutama dalam mendeteksi sentimen positif dan
negatif.

G. Evaluasi

Penilaian kinerja model SVM dilakukan dengan
menggunakan laporan klasifikasi yang mencakup presisi,
recall, dan Fl-score untuk setiap kategori sentimen serta
tingkat akurasi secara keseluruhan. Performa model yang
menggunakan pelabelan InSet Lexicon dan VADER
dibandingkan secara langsung. Evaluasi ini penting untuk
menentukan metode pelabelan yang paling efektif untuk
analisis sentimen opini publik program MBG.

Public Opinion on The MBG Program: Comparative Evaluation of InSet and VADER Lexicon Labeling Using SVM on
Platform X (Na’ilah Puti Zakiyah, Khothibul Umam, Adzhal Arwani Mahfudh)
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II1. HASIL DAN PEMBAHASAN

A. Pengumpulan Data

Data mentah yang dikumpulkan berjumlah 1.945 tweet
yang memuat kata kunci terkait Program MBG (mis. “MBG”,
“Makan Bergizi Gratis”, “program MBG”). Pengumpulan
dilakukan dengan metode crawling melalui API dan pustaka
Python di Google Colab, dengan kata kunci seputar program
MBG yang diambil dari platform X (Twitter) untuk periode
Januari 2025 hingga Oktober 2025. Data mentah ini berisi
teks opini publik sebelum dilakukan pembersihan dan
pelabelan.

TABEL 1
DATA MENTAH

No. Tweet
1 @IndonesialJadi Hebat banget Presiden Prabowo
galang keamanan pangan buat bantu program MBG

dengan nilai kosong (NaN) yang tidak memiliki informasi
yang berarti dan dapat memengaruhi model secara bias.
Selain itu, elemen-elemen yang tidak berkaitan seperti tanda
baca, digit, emoji, simbol, dan URL, yang pada umumnya
tidak menambah nilai informasi dalam penilaian sentimen,
juga dihilangkan.
TABEL 2
HASIL CLEANING

Tweet
@XKangManto123 Harusnya

Cleaning
Harusnya ganti nama jangan

ganti nama jangan Mbg tp | Mbg tp makan  bergizi
makan bergizi seikhlasnya seikhlasnya
2) Case Folding: Setelah proses pembersihan data,

tahap ini perlu dilakukan sebab mengubah semua karakter
dalam teks menjadi huruf kecil [16]. Tujuan tahap ini adalah
menstandarkan format teks dan menghindari kebingungan

Tenang Dek MBG akan
https://t.co/QSLTu3KbXR

selalu ada untukmu

B. Preprocessing Data

Setelah  pengumpulan informasi ulasan, langkah
selanjutnya melibatkan penerapan teknik prapemrosesan
untuk meningkatkan integritas data dan mempersiapkannya
untuk tahap klasifikasi. Proses ini dirancang untuk
mengonversi data asli menjadi format yang lebih rapi, teratur,
dan cocok untuk diproses oleh algoritma machine learning.
Setelah melakukan prapemrosesan data, jumlah dataset
menyusut dari 1.945 tweet menjadi 1.942 tweet yang dapat
digunakan untuk analisis.

Manfaa rMEG DukunghMBG

Pre51den Prabow
untuk
i Indong51a

mereka

jadi

semua

sih
sama

i tapi
& dari ’

Indmesm[maszm HWﬁaL‘ABG aja r - yg

r O g |V| B G makin
sekolah & = Berglzl G| atis mnekn a v
.buat l l d

u
MBG Berbengh udah
dengan
*" DuKUREMBG https

i ang BG M reizitratis MBG ini  Mmau

Gambar 2. WordCloud Sebelum Preprocessing

1) Data Cleaning: Langkah pertama dalam pra-
pemrosesan melibatkan penghapusan data duplikat dan entri

] yang mungkin timbul akibat variasi kapitalisasi saat
sampai sukse_s #Ke.amantanPangan : mengolah kata-kata.
2 Belasan Balita di Tasikmalaya Diduga Keracunan
Makanan MBG Orang Tua Korban Sebut Susu UHT TABEL 3
Terasa Asam HASIL CASE FOLDING
3 @lilaccountz Dan udah ada hembusan angin yg bilang Tweet Case Folding
kalau harga bahan pokok naik dan gak turun turun salah Harusnya ganti nama jangan | harusnya ganti nama jangan
satunya gara gara mbg. Mbg tp makan bergizi | mbg tp makan bergizi
4 @KangManto123 Harusnya ganti nama jangan Mbg tp seikhlasnya seikhlasnya
makan bergizi seikhlasnya o .
5 | MBG Sangat dibutuhkan oleh Rakyat Indonesia 3) Normalisasi: Tahap ini mencakup proses menghapus

karakter yang tidak relevan, mengganti kata-kata yang tidak
standar ke bentuk standar, memperbaiki kesalahan ejaan,
memperluas singkatan atau akronim ke bentuk lengkap, dan
menghapus kata-kata yang tidak perlu.

TABEL 4
HASIL NORMALISASI
Tweet Normalisasi
harusnya ganti nama jangan | harusnya ganti nama jangan
mbg tp makan bergizi | mbg tapi makan bergizi
seikhlasnya seikhlasnya
4) Tokenized: Tokenisasi merupakan kegiatan yang

membagi kalimat menjadi segmen-segmen kecil yang dikenal
sebagai token, yang berfungsi sebagai unsur fundamental
dalam penggambaran teks. Fungsi tokenisasi adalah
mengubah teks mentah menjadi komponen yang lebih
terstruktur dan terorganisir yang memudahkan pemrosesan
oleh komputer.

TABEL 5
HASIL TOKENISASI
Tweet Tokenized
harusnya ganti nama jangan | [‘harusnya’, ‘ganti’, ‘nama’,
mbg tapi makan bergizi | ‘jangan’, ‘mbg’, ‘tapi’,
seikhlasnya ‘makan’, ‘bergizi’,
‘seikhlasnya’]
5) Stopword Removal: Penghapusan kata stop adalah

proses menghapus kata-kata umum dalam bahasa, seperti kata
sambung dan kata depan seperti “yang”, “dan”, “itu”, ‘di’,
“ke”, dan sebagainya, yang dianggap tidak memberikan
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kontribusi yang berarti bagi analisis sentimen. Kata-kata ini
biasanya muncul sangat sering dalam teks, tetapi tidak
membawa makna khusus yang dapat memengaruhi hasil
analisis.

TABEL 6
HASIL STOPWORD REMOVAL
Token Stopword Removal
[‘harusnya’, ‘ganti’, ‘nama’, | [‘ganti’, ‘nama’, ‘mbg’, ‘tapi’,
‘jangan’, ‘mbg’, ‘tapi’, | ‘makan’, ‘bergizi’,
‘makan’, ‘bergizi’, | ‘seikhlasnya’]
‘seikhlasnya’]

6) Stemming: Stemming merujuk pada metode
mengubah kata-kata menjadi bentuk dasar atau bentuk
dasarnya dengan menghilangkan sufiks, prefiks, dan bagian-
bagian lain yang tidak perlu. Teknik ini memudahkan
pengelompokan kata-kata dengan makna yang serupa, yang
memungkinkan analisis informasi teks yang lebih efektif.
Misalnya, istilah “memasak” dikurangi menjadi “masak,” dan
“menulis” disederhanakan menjadi “tulis.” [17]. Dalam studi
ini, teknik stemming dilakukan menggunakan perpustakaan
Sastrawi, yang dirancang khusus untuk bahasa Indonesia.

TABEL 7
HASIL STEMMING
Stopword Removal Stemming
[‘ganti’, ‘nama’, ‘mbg’, | [‘ganti', ‘nama’, ‘mbg’, ‘tapi’,
‘tapi’, ‘makan’, ‘bergizi’, | ‘makan’, ‘gizi’, ‘ikhlas’]
‘seikhlasnya’]
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indonesia program

has ;u—l'
mbg mbg

tuh

Gambar 3. WordCloud Setelah Preprocessing

C. Pelabelan Sentimen

Tahap penandaan dilaksanakan untuk mengelompokkan
setiap tweet ke dalam tiga jenis sentimen, yakni positif,
negatif, dan netral. Dalam kajian ini, diterapkan dua metode
leksikon, yaitu InSet Lexicon (Leksikon Sentimen Indonesia)
dan VADER (Valence Aware Dictionary and sEntiment
Reasoner) sebagai pembanding dalam proses pelabelan data.
Hasil pelabelan dijelaskan dalam Gambar 4 dan Gambar 5.

1) InSet Lexicon: Berdasarkan hasil visualisasi pada
Gambar 1, distribusi sentimen dengan pendekatan InSet
Lexicon menunjukkan bahwa mayoritas tweet termasuk

dalam kategori negatif sebanyak 59.9%, diikuti oleh positif
29.7%, dan netral 10.4%. Hasil ini mengindikasikan bahwa
warganet cenderung memberikan tanggapan yang bernada
negatif terhadap program MBG. Kecenderungan ini dapat
terjadi karena InSet, sebagai kamus sentimen bahasa
Indonesia, memiliki cakupan kosakata yang lebih spesifik
terhadap ekspresi negatif dalam konteks sosial media
berbahasa Indonesia, sehingga mampu menangkap nuansa
negatif lebih akurat.

Distribusi Sentimen InSet Lexicon

Netral
10.4%
29.7% Positif
59.9%
Negatif
Gambar 4. Distribusi Sentimen InSet Lexicon
TABEL 8
HASIL LABELING INSET LEXICON
Tweet Score | Sentimen
1 | hebat banget presiden prabowo galang
aman pangan bantu program mbg 3 Positif
sukses keamananpangan
2 | bas balita tasikmalaya duga racun
makan mbg orang tua korban susu uht -16 Negatif
asam
3 | udah hembus angin yg bilang harga
bahan pokok gak turun turun salah -25 Negatif
satu gara gara mbg
4 | ganti nama mbg tapi makan gizi ikhlas 0 Netral
5| ratus ajar smp negeri cisarua bandung
barat alami racun konsumsi menu mbg -21 Negatif
racun duga akibat ayam kecap basi

2) VADER Lexicon: Gambar 5 menunjukkan distribusi
yang berbeda signifikan, dengan dominasi sentimen netral
sebesar 82.3%, positif 14.5%, dan negatif hanya 3.2%. Hasil
ini menandakan bahwa model VADER lebih sering
mengklasifikasikan teks berbahasa Indonesia sebagai netral.
Hal ini wajar mengingat VADER dikembangkan untuk teks
berbahasa Inggris, sehingga kurang mampu mengenali
konteks emosional dalam bahasa Indonesia, terutama slang,
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singkatan, atau campuran bahasa (code-mixing) yang umum
digunakan di Twitter Indonesia.

Distribusi Sentimen Lexicon VADER
Negatif

Positif

3.2%
14.5%

82.3%

Netral

Gambar 5. Distribusi Sentimen VADER Lexicon

TABEL 9
HASIL LABELING VADER
Tweet Score | Sentiment
1 | hebat banget presiden prabowo galang
aman pangan bantu program mbg 0.0 Netral
sukses keamananpangan
2 | bas balita tasikmalaya duga racun
makan mbg orang tua korban susu uht 0.0 Netral
asam
3 | wow dapur mbg daerah bukaaa awas
terima lulus giziii 0.5 Positif
4 | ganti nama mbg tapi makan gizi ikhlas 0.0 Netral
5| oke gw buka kritik bangun mbg stop -0.5 Negatif
no

Perbedaan distribusi ini menunjukkan bahwa InSet lebih
sensitif terhadap ekspresi negatif dalam bahasa Indonesia,
terutama pada kalimat yang mengandung kritik, keluhan, atau
sindiran yang secara semantik dikenali sebagai bernuansa
negatif. Sementara itu, VADER cenderung
mengklasifikasikan banyak tweet sebagai netral, karena
leksikon VADER berbasis pada bahasa Inggris dan kurang
mampu menangkap nuansa emosional khas bahasa Indonesia
seperti kata “lumayan”, “biasa aja”, atau “terlalu” yang dalam
konteks lokal dapat menunjukkan kecenderungan negatif.

Temuan ini sejalan dengan hasil penelitian oleh [18]
dalam “Performance Comparison of Indonesian Sentiment
Lexicon and VADER in Analyzing Local Social Media
Data”, yang menyatakan bahwa penggunaan InSet Lexicon
efektif untuk menganalisis teks berbahasa Indonesia karena
kamus sentimennya telah disesuaikan dengan konteks
linguistik lokal. Penelitian tersebut juga menegaskan bahwa

pendekatan lexicon-based menggunakan InSet mampu
menghasilkan klasifikasi sentimen yang cukup baik tanpa
memerlukan proses pelatihan model, meskipun masih
memiliki keterbatasan dalam menangani kalimat ambigu dan
sarkastik.

D. Split Data (Pembagian Data Latih dan Data Uji)

Untuk tujuan pelatihan dan evaluasi model, dataset
berlabel dipecah menjadi dua bagian dengan perbandingan
70% untuk pelatihan dan 30% untuk pengujian (pembagian
yang terstratifikasi berdasarkan label sehingga proporsi kelas
tetap seimbang pada kedua bagian). Pembagian ini dilakukan
secara proporsional terhadap setiap kategori sentimen—
positif, netral, dan negatif—baik pada hasil klasifikasi
menggunakan InSet Lexicon maupun VADER Lexicon.

Distribusi Sentimen Spliting Data

Set Data
B Training
Testing

8004

700

600

5004

400

Jumlah Baris Data

3004

2004

1004

Positif Netral
Kategori Sentimen

Negatif

Gambar 6. Split Data InSet Lexicon

Distribusi Sentimen Spliting Data

Set Data
mm Training

10001 Testing

800+

600

Jumlah Baris Data

400

200

Netral

Kategori Sentimen

Positif Negatif

Gambar 7. Split Data VADER Lexicon
E. Ekstraksi Fitur TF-IDF

Proses diawali dengan inisialisasi TfidfVectorizer dengan
parameter max_features=5000 untuk membatasi jumlah kata
yang paling sering muncul agar model tidak kelebihan fitur
dan tetap fokus pada kata yang paling representatif.
Selanjutnya, data pelatihan (X train) di-fit dan di-transform
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menggunakan model TF-IDF yang telah diinisialisasi,
sedangkan data pengujian (X test) hanya melalui proses
transform agar menggunakan bobot yang sama dengan data
pelatihan.

10 Kata Teratas Berdasarkan Rata-rata Bobot TF-IDF

mbg
program
makan
prabowo

gizi

Kata

presiden

anak

¥g

T T
0.04 0.06
Nilai Rata-rata TF-IDF

0.00

Gambar 8. Visualisasi TF-IDF InSet Lexicon
10 Kata Teratas Berdasarkan Rata-rata Bobot TF-IDF

mbg
program
makan
prabowo

8 gizi
presiden
anak
dukung

racun

lanjut

T T
0.04 0.06
Nilai Rata-rata TF-IDF

Gambar 9. Visualisasi TF-IDF VADER Lexicon

Hasil dari vektorisasi menghasilkan matriks berukuran
sesuai dengan jumlah dokumen dan fitur yang terbentuk.
Kemudian dilakukan analisis terhadap kata dengan bobot
rata-rata TF-IDF tertinggi untuk melihat kata yang paling
berpengaruh dalam korpus. Sepuluh kata teratas yang muncul

EEENNTS RIS LTS 99 CC 1, 19
gizi”,

antara lain “mbg”, “program”, “makan”, “prabowo”,
“presiden”, “anak”, “dukung”, “racun”, dan “lanjut”, yang
menunjukkan konteks dominan dalam pembahasan di Twitter
mengenai isu gizi dan politik. Visualisasi hasil ditampilkan
dalam bentuk diagram batang horizontal yang menunjukkan
besarnya nilai rata-rata TF-IDF setiap kata. Semakin besar
nilai TF-IDF, semakin istimewa dan berartinya kata tersebut

dalam kumpulan tweet.
F. Evaluasi

Tahap penilaian dijalankan untuk menilai kinerja model
Support Vector Machine (SVM) dalam mengklasifikasikan
sentimen yang telah diberi label melalui dua metode, yaitu
InSet Lexicon dan VADER Lexicon. Penilaian dilakukan
dengan memanfaatkan metrik laporan klasifikasi, yang
mencakup nilai presisi, ingatan, F1-score, dan akurasi. Setiap

metrik memberikan gambaran sejauh mana model mampu
mengklasifikasikan data dengan benar serta menghindari
kesalahan prediksi pada masing-masing kelas sentimen.

EVALUASI MODEL SVM

Accuracy: ©.8010

precision recall fl-score support

Negatif 0.80 9.93 0.86 349
Netral 0.91 0.32 0.48 62
Positif 0.80 .72 8.76 172
accuracy 0.80 583
macro avg 0.83 9.66 0.70 583
weighted avg 0.81 0.80 0.79 583

Gambar 10. Classification Report InSet Lexicon

EVALUASI MODEL SVM

Accuracy: ©.9383

precision recall fl-score support

Negatif 1.00 .37 .54 19
Netral 9.93 1.0 0.96 480
Positif 9.98 0.71 0.83 84
accuracy 0.94 583
macro avg 9.97 .69 0.78 583
weighted avg 0.94 0.94 0.93 583

Gambar 11. Classification Report VADER Lexicon

TABEL 10
HASIL PERBANDINGAN EVALUASI SVM
Metrik Evaluasi SVM + InSet SVM +
Lexicon VADER
Accuracy 0.80 0.94
Precision (Weighted Avg) 0.81 0.94
Recall (Weighted Avg) 0.80 0.94
F1-Score (Weighted Avg) 0.79 0.93
Recall Kelas Negatif 0.93 0.37
Recall Kelas Netral 0.32 1.00
Recall Kelas Positif 0.88 0.93

Berdasarkan Tabel 10, dapat dilihat bahwa model SVM
dengan VADER Lexicon unggul pada hampir seluruh metrik
utama seperti akurasi, precision, recall, dan F1-score. Hal ini
menunjukkan bahwa VADER lebih sensitif terhadap konteks
linguistik informal dan ekspresif yang umum digunakan di
media sosial. Sebaliknya, InSet Lexicon, yang dikembangkan
khusus untuk Bahasa Indonesia formal, menunjukkan
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performa baik dalam mendeteksi sentimen negatif namun
kurang optimal dalam mengidentifikasi sentimen netral.

IV. KESIMPULAN

Berdasarkan hasil penelitian, penerapan Support Vector
Machine (SVM) menunjukkan performa yang bervariasi
tergantung pada jenis leksikon yang digunakan dalam proses
pelabelan dan klasifikasi sentimen. Hasil pelabelan
menggunakan VADER Lexicon menghasilkan dominasi
sentimen netral yang tinggi, sedangkan InSet Lexicon
memberikan distribusi yang lebih seimbang antara sentimen
positif, negatif, dan netral. Ketidakseimbangan pada VADER
membuat SVM kurang optimal dalam membedakan polaritas
sentimen, sementara keseimbangan label pada InSet
meningkatkan kemampuan model dalam mengenali variasi
emosi secara lebih stabil dan representatif terhadap bahasa
Indonesia.

Pada tahap pemodelan, SVM yang dilatih menggunakan
label dari InSet Lexicon mencatatkan akurasi sebesar 80,10%,
dengan precision 0.81, recall 0.80, dan Fl-score 0.79.
Sementara itu, SVM yang menggunakan label dari VADER
Lexicon memperoleh hasil lebih tinggi, dengan akurasi
93,83%, precision 0.94, recall 0.94, dan Fl-score 0.93.
Walaupun hasil numerik VADER tampak lebih unggul,
perbedaan konteks bahasa menunjukkan bahwa InSet lebih
efektif dan relevan untuk teks berbahasa Indonesia, karena
mampu menangkap makna dan ekspresi lokal secara lebih
akurat. Sebaliknya, VADER lebih sesuai digunakan untuk
teks berbahasa Inggris atau campuran dengan struktur
informal. Dengan demikian, InSet Lexicon dinilai lebih
efisien dan kontekstual dalam pelabelan sentimen bahasa
Indonesia, serta mendukung performa SVM yang lebih
representatif dalam analisis opini publik di media sosial.
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