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 Semarang is the capital of the Central Java province, located in the north and directly 

adjacent to the Java Sea. Having an almost flat land condition with a slope of about 

0-2%, Semarang City has the opportunity to experience tidal flooding. The 

occurrence of tides does not have a fixed period. So, it is necessary to predict the 

height of the tide and the ebb of the seawater. Thus, this research aims to predict 

tides in the Semarang area using the LSTM method. The data used is tidal data in 

Semarang waters from 2020 to 2024. The advantage of the LSTM method is its 

ability to effectively remember time series data or data with long-term dependence. 

LSTM can store past information using special cells contained in its structure. This 

research on tidal prediction using the LSTM method with 70% training data trial 
batch size 32 and epoch 200 obtained the smallest error value, namely the MAE 

value of 0.0388 and MAPE of 0.0313 which is the best LSTM result. 
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I. INTRODUCTION 

Semarang is a city directly adjacent to the Java Sea located 

in the northern part of Central Java. As the capital of a large 

province, Semarang is the center of industry and trade [1]. The 

coastal areas in Semarang City are affected by the city's rapid 
economic and development growth. Thus, areas that were 

originally rice fields and ponds have been transformed into 

industrial, transportation, and even residential areas [2]. This 

has an impact on the sloping coastal topography of Semarang 

City with a slope of around 0-2% affecting most of the area is 

almost the same height as sea level, even in some places 

below sea level [3]. 

Areas with lower elevations than sea level are likely to 

result in tidal flooding, known as rob flooding. Over the past 

three decades, Semarang has been affected by tidal flooding 

[4].  On May 23, 2022, the worst tidal flood occurred in the 

Tanjung Emas Port Area with a height of 1,5 meters [5]. 
According to the Semarang City government, tidal flooding 

has the effect of weakening the city's structure regularly [6]. 

Tidal flooding on the coast of Semarang City occurs 

especially during high tide [3].  

Tides are the movement of sea level or fluctuations caused 

by the attraction of the sun and moon to the mass of seawater 

on Earth [7]. Tides influence activities carried out around 

these waters, such as shipping activities, loading and 

unloading ships, and so on [8]. Information on tides can be 

used as supporting information in planning related to 

activities in coastal spaces [9].  

Previous research discusses the prediction of sea tides with 

the Backpropagation method, the data used is hourly sea tide 
data from January 1 to February 11, 2015 totaling 1000 data 

divided into 700 training data and 300 test data, resulting in 

an MSE value of 0.0079440 [10]. Then the research discusses 

the prediction of sea tides with the Support Vector Regression 

method using tidal data collected from February 4, 2016 to 

June 10, 2019 as much as 25,246 data, resulting in an RMSE 

value of 0.4938244 [8]. 

The research article on air quality in the city of Central 

Jakarta with the Long Short-Term Memory and Support-
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Vector Regression method compares the LSTM and SVR 

methods in predicting air quality in Central Jakarta. The 

average MAPE value of LSTM is 12.15% and the average 

RMSE is 0.0941, while predictions using the SVR method 

have an average MAPE of 16.19% and an average RMSE of 

0.1666. So, the LSTM method is better than SVR [11]. 

Furthermore, research on the comparison of the Multilayer 

Perceptron (MLP) and Long Short-Term Memory (LSTM) 
methods in rice price forecasting concluded that the LSTM 

model is more accurate when viewed from the range with 

actual prices and its RMSE value is smaller than MLP. [12].  

The occurrence of tides does not have a fixed period. So it 

is necessary to predict knowing the tidal height of sea water. 

Which in the future, can be used as a guide to carry out an 

activity in these sea waters. [10]. Therefore, this study aims to 

predict the tides in Semarang with data used per six hours 

using the LSTM method. 

 

II. METHOD 

The initial stage is collecting and the next stage is data 

preprocessing as an improvement in data processing and 

preventing errors in the data mining process. In this study, 

data preprocessing was carried out by filling in empty data 

and normalizing the dataset in the form of data in the range of 

zero to one. Next, the data is divided into two parts, namely 

training data and testing data [13]. The next stage is the 

implementation of LSTM by determining the parameter 

values in the form of batch size and number of epochs. Then 

denormalize the data by inverse or reversing the data as it was 

originally. Next, evaluate the model using MAE and MAPE 

evaluation. Followed by visualization of testing models to see 
the comparison of actual and predicted data visually and 

numerically.  

 
Figure 1. Flowchart 

A. Dataset 

The data used in this study were obtained from the web [14] 
in the form of tidal data in Semarang waters from June 1, 2020 

to April 30, 2024 with a period per minute. The data collected 

amounted to 1,694,665 data which were then merged into an 

excel file. 

TABLE I 

 TIDAL DATA PER ONE MINUTE 

No Time (UTC) prs(m) 

1 2020-06-01 00:00:00 1.282 

2 2020-06-01 00:01:00 1.284 

3 2020-06-01 00:02:00 1.233 

4 2020-06-01 00:03:00 1.276 

5 2020-06-01 00:04:00 1.285 

… … … 

1694661 2024-04-30 23:55:00 1.386 

1694662 2024-04-30 23:56:00 1.334 

1694663 2024-04-30 23:57:00 1.36 

1694664 2024-04-30 23:58:00 1.355 

1694665 2024-04-30 23:59:00 1.368 

B. Prepocessing Data 

Prepocessing Data is done to improve data processing and 

prevent errors in the data mining process. In empty data or 

undetected values, processing can be done with the 

interpolation method from the previous and subsequent data 

on the odd data [15]. Then, normalize the dataset into a range 

of zero to one using MinMaxScaler, followed by dividing the 
data into two parts, namely training data and testing data [13]. 

1) Linear Interpolation 

Linear interpolation is a method used to fill in or estimate 

missing values between two or more known data points. If 

there are missing values in the data, interpolation can be used 

to estimate the missing values based on patterns or trends seen 
in the existing data. [16]. Interpolation calculations can use 

the formula in equation (1) [17]: 

 

𝒚 = 𝒚𝟏 +
𝒚𝟐 − 𝒚𝟏

𝒙𝟐 − 𝒙𝟏

(𝒙 − 𝒙𝟏) 
(1) 

Description: 

𝑦 = data order that contains empty values 

𝑦1 = data order before empty data 

𝑦2 = data order after empty data 

𝑥 = interpolated data results 

𝑥1 = order data before empty data 

𝑥2 = order data after empty data 

2) Normalization and Denormalization Data 

Normalization data is the process of rescaling data into 

values in the range of zero to one. Normalization is done to 

overcome data values that have a large range [18]. The 

normalization process can use the min max method with the 

formula in the equation (2) [17]: 
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𝒙′ =  
𝒙 − 𝒙𝒎𝒊𝒏

𝒙𝒎𝒂𝒙 − 𝒙𝒎𝒊𝒏

 
(2) 

Description: 

𝑥′ = normalization result 

𝑥 = the value of the data to be 

normalized 

𝑥𝑚𝑎𝑥 = maximum value of the data 

𝑥𝑚𝑖𝑛 = minimum value of the data 

  

Data denormalization is the process of returning the scale 
of prediction results that are still in the range of zero to one to 

the previous actual value. Denormalization is done to make it 

easier to read the prediction results and can be compared with 

actual data [18]. The denormalization process can use the 

formula in equation (3) [17]: 

 

𝒙 = 𝒙′ (𝒙𝒎𝒂𝒙 − 𝒙𝒎𝒊𝒏) + 𝒙𝒎𝒊𝒏 (3) 

C. Long Short-Term Memory (LSTM)  

Long Short-Term Memory (LSTM) is a method derived 

from Recurrent Neural Network (RNN) [19]. The advantages 

of the LSTM method over the RNN method are that the 

LSTM is better able to remember time series data or data with 

long-term dependency information, and the LSTM can store 

previous information using the cells contained in the LSTM. 

[20].  The problem of vanishing gradient when processing 

sequential data can be overcome by the LSTM method with 

the memory cell [21]. 

 

 
Figure 2. LSTM Architecture 

The LSTM architecture consists of three layers, namely the 
input layer, hidden layer, and output layer [19]. In the hidden 

layer, there are memory cells and gates units that have a 

function to organize each memory in the neuron. The stages 

in the LSTM method process consist of four stages, as follows 

[22]: 

1) Forget gate functions to determine whether the 

information from each input data is processed and selected 

which data will be stored or discarded in the memory cell. The 

forget gate calculation uses the equation (4): 

 

𝒇𝒕 = 𝝈(𝒘𝒇 × [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃𝒇) (4) 

Description: 

𝒇𝒕 = forget gate 

𝝈 = sigmoid activation function 

𝒘𝒇 = bobot matrix forget gate 

𝒉𝒕−𝟏 = previous hidden state cell value 

𝒙𝒕 = input value 

𝒃𝒇 = bias forget gate 

2) Input gate serves to take the previous output value 

(ht−1) and the new input (xt). In the input gate calculation, 

using a sigmoid activation function to determine which value 

will be updated and a tanh activation function to create a value 

vector to be stored in the memory cell. The gate input 

calculation uses the equation (5) dan (6) 

 

     

Description: 

𝑖𝑡  = input gate 

𝑤𝑖 = gate input weight 

𝑏𝑖 = bias input gate 

�̃�𝑡 = candidate gate 

𝑡𝑎𝑛ℎ = tanh activation function 

3) Cell state serves to replace the value in the previous 

memory cell with the latest memory cell value by performing 

operations on the results of the previous gate unit. The gate 

input calculation uses the equation (7): 

 

𝒄𝒕 = 𝒊𝒕 × �̃�𝒕 + 𝒇𝒕 × 𝒄𝒕−𝟏 (7) 

    Description: 

𝑐𝑡  = cell gate 

𝑖𝑡  = input gate 

4) Output gate functions to determine the value in 

which part of the memory cell will be output using a sigmoid 

activation function. The value in the memory cell is placed 

using the tanh activation function. Finally, the two gates are 

multiplied to produce the value to be output (ht). The 

calculation of the input gate uses the equation (8) dan (9): 

 

𝒐𝒕 = 𝝈(𝒘𝒐 × [𝒉𝒕−𝟏, 𝒙𝒕] + 𝒃𝟎) (8) 

𝒉𝒕 = 𝒐𝒕 × 𝒕𝒂𝒏𝒉(𝒄𝒕) (9) 

Description: 

𝑜𝑡 = output gate 

𝑤𝑜 = output gate weight 

𝑏𝑜 = bias output gate 

ℎ𝑡 = hidden state 

𝑐𝑡  = cell gate 

 

𝒊𝒕 = 𝝈(𝒘𝒊 × [𝒉𝒕−𝟏, 𝒙𝒊] + 𝒃𝒊) (5) 

�̃�𝒕 = 𝒕𝒂𝒏𝒉(𝒘𝒄 × [𝒉𝒕−𝟏, 𝒙𝒊] + 𝒃𝒄) (6) 
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In the above equation, it shows that the LSTM input not 

only produces the output ℎ𝑡−1 of the hidden layer neuron at 

the last stage, but also contains the value of the memory unit 

in the LSTM unit. The LSTM method can avoid gradient loss, 

so it can remember historical information in the long term on 

time series data [23]. 

D. Evaluation Criteria 

Evaluation is used to measure the performance of 

prediction research by calculating the error value of the 

model. Evaluations that can be used are MAE and MAPE. In 

the Mean Absolute Error (MAE) error evaluation, the average 

error value of all data is considered more intuitive [24]. In the 

context of prediction analysis, a low MAE value indicates 

better model performance, with predictions closer to the true 

value [25]. The MAE calculation is obtained from the average 

value of the absolute error between the results of forecasting 
and the actual data value. [26]. 

 

𝑴𝑨𝑬 =  
𝟏

𝒏
∑|𝒇𝒊 − 𝒚𝒊| 

 

(10) 

     Description: 

𝑓𝑖 = predicted value 

𝑦𝑖 = value of i-th observation 

𝑛 = the amount of data 

 
Furthermore, the Mean Evarage Presentage Error (MAPE) 

evaluation aims to describe the average error between the 

actual value and the predicted value [27]. The MAPE 

calculation can be done by finding the average of the absolute 

difference between the actual value and the predicted value 

divided by the actual price [18]. 

 

𝑴𝑨𝑷𝑬 =  
𝟏

𝒏
∑ |

𝒚 − �̂�

𝒚
| 

(11) 

Description: 

�̂� = predicted value 

𝑦 = value of i-th observation 

𝑛 = the amount of data 

 

III. RESULT AND DISCUSSION 

The first step is to preprocess the data by summarizing the 

data based on the average to per six hours in the data in Table 

I, so that the data collected becomes 5720 data. Next, empty 

data was checked, and 820 empty data or undetected data 

were found. On undetected data, it is resolved by interpolating 

using Equation (1). So, the results obtained are based on Table 

II. 

 
 

 

 

 

TABLE II  

SIX-HOUR TIDAL DATA 

No Time (UTC) prs(m) prs(m) normalized 

1 2020-06-01 00:00:00 1.343694 0.590265 

2 2020-06-01 06:00:00 1.576164 0.718682 

3 2020-06-01 12:00:00 0.991603 0.395769 

4 2020-06-01 18:00:00 1.207144 0.514834 

5 2020-06-02 00:00:00 1.339906 0.588172 

… … …  

5716 2024-04-29 18:00:00 1.330087 0.582748 

5717 2024-04-30 00:00:00 1.555517 0.707276 

5718 2024-04-30 06:00:00 1.761331 0.820968 

5719 2024-04-30 12:00:00 1.148261 0.482307 

5720 2024-04-30 18:00:00 1.286600 0.558726 

 

In the next stage, normalize the data using MinMaxScaller 

with Equation (2) into the interval [0,1] to minimize the error. 

Next, separate the training data as the formation of LSTM and 

testing data as validation of the LSTM model that has been 

created. Training data is used as pattern recognition to adjust 

the input data and the expected output data. In addition, to 

improve the performance of the model that will be used 

against the testing data. In this study, 70% training data and 

30% testing data were used. For the implementation of 

LSTM, experiments were conducted with a combination of 

the parameters used, namely batch size and epoch. The batch 
size values used in this study are 32, 64, and 128 with epoch 

values of 50, 100, and 200, respectively. Next, denormalize 

the data with Equation (3) to restore the actual value of the 

previous data. 

TABLE III  

EVALUATION RESULT VALUES 

Batch 

Size 

Epoch MAE MAPE Time 
(seconds) 

32 50 0.0658 0.0526 85.68  

100 0.0621 0.0500 228.54  

200 0.0388 0.0313 420.17  

64 50 0.0688 0.0559 64.21  

100 0.0654 0.0514 132.86  

200 0.0590 0.0472 252.18  

128 50 0.0811 0.0646 75.54  

100 0.0691 0.0550 145.69  

200 0.0636 0.0510 274.41  

 

Based on Table III above, shows the evaluation results of 

the LSTM method with time steps of 28 data calculated over 

the past 7 days to predict day 8. The results show that the large 

or small batch size and epoch values used in this study affect 

the results of the error value. The comparison between the 

results of the MAE and MAPE error values at 70% training 

data share with the batch size and epoch values that have been 

tested is not too different. It is shown above that the greater 
the epoch value, the smaller the error value. However, if the 

batch size value is getting bigger, the error value will also be 

bigger.  
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At 70% training data share with batch size 32 and epoch 

200, the MAE value of 0.0388 and MAPE of 0.0313 with the 

smallest error value are the best LSTM results. This reflects 

that the model has excellent predictive ability with low 

absolute and relative error rates. However, in the process of 

running the data, it takes a relatively long time to get the best 

results, which is about 420.17 seconds. This duration 

indicates that the computational complexity of the LSTM, 

especially with a high number of epochs, requires significant 
processing time. This can be challenging, especially if the 

model is to be applied to larger datasets or in situations where 

training time is a constraint. The next step is to visualize the 

comparison between actual data and predictions on the testing 

data. 

  

 
Figure 3. Comparison of Actual Data and Predicted Data 

Figure 3 shows a sample graph of the best LSTM model 

testing data, namely with 32 batch sizes and 200 epochs. The 

sample data used is 56 final data in the form of data for two 

weeks. The line graph with yellow color showing the 

prediction data follows the actual data pattern shown by the 

blue line. The comparison between actual and predicted data 

is relatively similar and not too far apart. Furthermore, Table 

4 presents a comparison between actual and predicted data in 

numerical form based on the graph in Figure 3. 

TABLE IV  

COMPARISON OF ACTUAL DATA AND PREDICTED DATA 

No Actual Data Predicted Data 

1 1.087553 1.063352 

2 1.341402 1.328524 

3 1.455372 1.485515 

4 1.215144 1.245984 

5 1.164902 1.122926 

... ... ... 

1684 1.330087 1.270694 

1685 1.555517 1.514290 

1686 1.761331 1.766014 

1687 1.148261 1.201269 

1688 1.286600 1.258151 

 

Based on Table 4, showing the prediction results of the 

LSTM model against the tidal data, it can be seen that the 

model managed to capture the tidal pattern quite well, 

although there are some points where there are differences 

between the original data and the prediction. In general, the 

predicted values follow a similar pattern to the original data, 

indicating that the model is able to predict tidal changes with 

a high degree of accuracy. However, at some points, 

especially at the more extreme data, the difference between 

the actual and predicted values is larger, indicating that the 

model may have difficulty capturing sudden fluctuations or 

changes that could be caused by external factors such as 

weather conditions or other natural events. 

These results are particularly relevant in the context of tidal 
mitigation, as with accurate predictions, coastal communities 

can be better prepared for potential hazards caused by tidal 

changes. The model can be used to plan mitigation measures, 

such as strengthening coastal infrastructure or early 

notification for tide-affected activities. However, to improve 

the accuracy of the model, it is important to incorporate 

external data, such as weather conditions or sea temperature, 

into the LSTM model. This will help the model better capture 

the factors that affect tides. In addition, evaluating and 

retraining the model with a wider range of data can improve 

its long-term predictive capabilities and provide more 
effective solutions in the face of more extreme tidal risks. 

Research development needs to be done to improve the 

performance of the model. One direction of development is 

the optimization of hyperparameters such as the number of 

units in the LSTM layer, learning rate, dropout rate, and 

number of hidden layers. In addition, more complex LSTM 

architectures such as Bidirectional LSTM and Stacked LSTM 

can be applied to capture more complicated data patterns. 

Bidirectional Long Short-Term Memory (Bi-LSTM) has two 

LSTM networks, namely forward and backward, which will 

be combined at each time sequence so that the model can learn 

past and future information for each input sequence better 
[28]. This can be a consideration for further research. 

 

IV. CONCLUSION 

Based on the research on tidal prediction using the LSTM 

method above, with 70% training data sharing with batch size 

32 and epoch 200 getting the smallest error value, namely the 

MAE value of 0.0388 and MAPE of 0.0313 with a processing 

time of about 420.17 seconds. This explains that tidal 

prediction using the Long Short-Term Memory method can 

produce good accuracy, because the smaller the level of error 

value produced, the more accurate the model makes 
predictions. 
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