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 Measuring soil moisture is possible either with directly using gravimetric test or 

indirectly using soil moisture sensor. Direct measurements offer accuracy but are not 

efficient in field measurements. On the other hand, indirect measurement offers 

remote measurement that will facilitate the user but lacks in accuracy. This research 

aims to compare and identify the best machine learning model that can improve 
indirect measurement (soil moisture sensor prediction) using direct measurement 

(gravimetric test) as a response variable. This research uses linear regression, K-

Nearest Neighbours (KNN) and Decision Tree models. The three models were then 

compared based on Root Mean Square Error (RMSE). The results suggested that 

KNN (0.02939128) had the smallest RMSE value followed by decision tree 

(0.05144186) and linear regression model (0.05172371). 
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I. PENDAHULUAN 

Soil volumetric water content (VWC) plays a significant 
role in the hydrological cycle, particularly in triggering 

droughts and floods. As a result, proper VWC prediction is 

essential for effective water resources management as it helps 

in irrigation planning, increasing crop yields and conserving 

water. However, traditional methods of measuring VWC, 

such as taking soil samples or using sensors in the field, can 

be difficult and expensive, especially for large areas. In 

addition, complexities in structural properties and relationship 

with various meteorological factors lead to difficulties in 

building mathematical models that able to predict soil VWC 

accurately.[1]  
Machine learning (ML) techniques, which use data to make 

predictions, are gaining popularity in the sensor calibration 

process as they can estimate VWC more accurately. Machine 

learning also offers a new way of overcoming the non-linear 

pattern between the soil dielectric constant of soil moisture 

sensors and soil moisture content. Thus, developing a more 

comprehensive model to describe the complex relationship of 

actual soil water content and sensor measurements that can be 

applied to various soil types is essential. [2] 

Several recent studies have shown that machine learning 

can help in estimating VWC. First and foremost, [3] 

calibration of soil moisture sensors using machine learning. 

The calibration process is then compared between the 

laboratory and the field by predicting the volumetric water 

content, the results show that the calibration of the sensor in 

the field using a linear regression model is better than other 

machine learning models. Second of all, [4] saw that the 

decision tree method has a merit benefit to calculate soil 
moisture since the decision tree is an algorithm that makes a 

decision tree from given instances. Additionally, utilizing a 

decision tree offers a chance to save time. Finally, [5] 

discusses a system that utilizes the KNN algorithm to provide 

real-time irrigation data to farmers. By considering 

environmental elements such as soil moisture, temperature, 

and precipitation forecasts, the system assists farmers in 

optimizing crop output while minimizing water wastage. 

This study will compare three machine learning models—K-

Nearest Neighbours (KNN), Linear Regression, and Decision 

Trees—in predicting VWC across different types of soils and 

environments. KNN is simple and effective for capturing 
local data relationships, Linear Regression works well when 

there is a direct relationship between the data, and Decision 

Trees are useful for capturing complex data patterns [6], [7], 

[8]. Using a dataset that includes gravimetric test as direct 

measurement and sensor as indirect measurements. This study 

will see which model is most accurate and efficient since 
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indirect methods are beneficial for continuous monitoring in 

the field, whereas direct gravimetric methods are often 

reserved for accurate point-in-time measurements and 

calibration. These findings will help improve water 

management in agriculture, make irrigation planning more 

efficient, and promote sustainable agricultural practices. 

II. MATERIALS AND METHODS 

The data utilized in this research are primary data from the 
results of Gravimetric Tests experiments in the field in 2023 

using low-cost sensor Capacitive V0.2. The data was then 

analysed using the help of R software [9]. The explanation of 

the type and sampling process is as follows: 

TABLE 1  

CRITERIA FOR DATA COLLECTION 

Criteria Value 

Soil ID Tanah Sekam 

Soil Volume (cm3) 1000 

Container Weight (g) 20,0 

Dry Soil Weight (g) 600,4 

Bulk Density (g cm-3) 0,60 

Sensor Model Capacitive V0.2 

A. Gravimetric Test 

Gravimetric test is a form of direct measurement of soil 

moisture. The gravimetric method calculates soil moisture 

content by measuring the weight of a soil sample both before 

and after drying it in an oven at 105°C for 24 hours. The 

difference in weight represents the water lost during drying, 

which allows for calculating the water content. The formula 

for gravimetric water content (𝜃𝑔) is: 

𝜃𝑔 =
𝑊𝑤𝑒𝑡 − 𝑊𝑑𝑟𝑦

𝑊𝑑𝑟𝑦

 

where: 

  𝑊𝑤𝑒𝑡  = weight of the wet soil sample 

  𝑊𝑑𝑟𝑦 = weight of the soil sample after drying 

Although accurate, this method requires a significant 

amount of time and requires physical sampling, rendering it 

unsuitable for large-scale or real-time applications [10] 

B. Linear Regression 

Linear Regression represents the relationship between a 

dependent variable and one or more independent variables by 
fitting a straight-line equation to the observed data. In simple 

Linear Regression, The relationship between the independent 

variable X and the dependent variable Y is expressed through. 

 

𝑌 = 𝛽0 + 𝛽1𝑋 + 𝜀 
where: 

𝛽0 = intercept 

𝛽1 = slope of the line (coefficient of X) 

𝜀   = error term 
Linear Regression is computationally efficient and 

interpretable, making it a commonly used baseline for 

predictive modelling in soil moisture tasks when the 

relationships are approximately linear [11] 

C. K Nearest Neighbour (KNN) 

KNN is a non-parametric, instance-based learning method 

commonly applied to regression tasks. In KNN regression, the 
prediction for a new data point is calculated by averaging the 

target values of its k nearest neighbours, which are identified 

based on Euclidean distance metric. The steps for KNN 

regression are: 

● Step 1: Choose the number of neighbours, 𝑘 

● Step 2: Determine the distance between the new data 

point and every point in the training dataset. 

● Step 3: Identify the K closest neighbours using the 

chosen distance metric. 

● Step 4: Predict the target value as the average of the 

target values of the k neighbours 

𝑦̂ =
1

𝑘
∑

𝑘

𝑖=1

𝑦𝑖 

  

Where 𝑦𝑖 represents the target values of the k closest 

neighbours. 

KNN can capture nonlinear relationships in the data, which 

makes it useful for soil moisture prediction when local data 

patterns exist. [12]  

D. Decision Tree 

A Decision Tree is a supervised learning algorithm 
effective for handling both classification and regression tasks. 

In Decision Tree regression, the model splits the data 

according to feature values, generating "branches" that 

culminate in "leaf nodes" holding the predicted outcomes. 

The algorithm recursively splits data at nodes based on 

criteria (such as minimizing mean squared error), choosing 

splits that provide the best prediction accuracy. The steps for 

Decision Tree regression are: 

● Step 1: Calculate the variance reduction for each 

potential split based on the target variable. 

● Step 2: Select the split that maximizes variance 
reduction or minimizes error. 

● Step 3: Repeat the splitting process until a stopping 

criterion is satisfied (e.g., reaching the maximum 

depth or the minimum number of samples per leaf). 

● Step 4: Assign the mean value of target values in 

each leaf as the predicted value for new data falling 

into that leaf. 

Decision Trees are flexible and handle complex data 

relationships well but can be prone to overfitting if not 

properly constrained (e.g., by setting maximum tree depth) 

[13]. 

E. Root Mean Square Error (RMSE) 

Root Mean Square Error (RMSE) is a widely used metric 

for assessing the performance of regression models. It is 

computed as the square root of the average of the squared 
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differences between the predicted values (𝑦̂𝑖) and the actual 

values (𝑦𝑖). The formula for RMSE is: 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑

𝑛

𝑖=1

(𝑦𝑖 − 𝑦̂𝑖)
2 

where: 

n  = number of observations 

𝑦𝑖 = measured value 

𝑦̂𝑖 = estimated value 

RMSE penalizes larger errors more heavily, which is 

particularly useful for assessing models where larger 

deviations are critical, such as in soil moisture prediction 

Lower RMSE values indicate better model performance.[14]. 

 

III. RESULT AND DISCUSSION 

A. Gravimetric Test 

In this study, gravimetric tests were conducted to 
understand the physical properties of the Chaff Soil, 

especially in relation to moisture. Some of the important 

parameters measured include soil volume, container weight, 

dry soil mass, Bulk Density, wet soil mass, and unprocessed 

sensor data. Based on the preliminary data, the soil volume 

used was 1000 cm³, with a container weight of 20.0 grams and 

a dry soil mass recorded at 995.7 grams. The Bulk Density or 

dry density of the soil was calculated as 0.06 g/cm³. 

This Bulk Density was calculated once only and used as a 

fixed value at every rise in water volume added to the soil, 

thus facilitating the calculation of other parameters that 
depend on soil mass, such as volumetric moisture. The use of 

this fixed Bulk Density makes the test process more efficient 

and reduces the repetition of calculations at each stage of 

adding water. The gravimetric test yielded the following 

results: 

TABLE 2  

GRAVIMETRIC RESULTS 

Weights of soil 

and container 
mwet 

mwet- 

mdry 
𝜃𝑔  𝜃𝑣 

Raw 

Sensor  

Air 
dry 

711 691 90,6 0,15 0,09 418 

20 725 705 105 0,17 0,1 395 

40 740 720 120 0,2 0,12 392 

60 756 736 136 0,23 0,14 354 

80 771 751 151 0,25 0,15 357 

100 783 763 100 0,15 0,1 318 

120 799 779 116 0,18 0,12 368 

140 812 792 129 0,19 0,13 365 

160 828 808 145 0,22 0,15 352 

180 843 823 160 0,24 0,16 377 

200 860 840 110 0,15 0,11 362 

220 873 853 123 0,17 0,12 340 

240 886 866 136 0,19 0,14 310 

260 901 881 151 0,21 0,15 275 

Weights of soil 

and container 
mwet 

mwet- 

mdry 
𝜃𝑔  𝜃𝑣 

Raw 

Sensor  

280 911 891 161 0,22 0,16 274 

300 926 906 119 0,15 0,12 228 

320 952 932 145 0,18 0,14 216 

340 966 946 159 0,2 0,16 202 

360 972 952 165 0,21 0,16 201 

380 989 969 182 0,23 0,18 194 

400 1006 986 129 0,15 0,13 186 

420 1026 1006 149 0,17 0,15 182 

440 1041 1021 164 0,19 0,16 180 

460 1054 1034 177 0,21 0,18 176 

480 1070 1050 193 0,23 0,19 174 

500 1087 1067 140 0,15 0,14 172 

520 1103 1083 156 0,17 0,16 170 

540 1123 1103 176 0,19 0,18 169 

560 1135 1115 188 0,2 0,19 167 

580 1151 1131 204 0,22 0,2 166 

600 1166 1146 150 0,15 0,15 165 

 

Table 2 shows the measurement data of soil moisture in the 

container at different levels of water addition, ranging from 
dry to wet conditions. The first column, “Soil + Container 

Weights,” records the combined weight of the soil and the 

container in grams after gradual water addition. For example, 

under air-dry conditions, the weight of the soil and container 

is noted as 711 grams and increases to 1087 grams when the 

amount of water reaches the maximum level in the last row.  

The “mwet” column indicates the weight of the soil under 

wet conditions. For example, the weight of wet soil in air-dry 

conditions is 691 grams, which increases to 1067 grams at the 

maximum water level. The “mwet - mdry” column represents 

the difference between the wet soil weight and the dry soil 
weight, reflecting the amount of water in the soil at each 

moisture level. In air-dry conditions, this value is 90.62 

grams, which increases to 193.31 grams in rows with a total 

weight of 1087 grams. 

The column “θg” (gravimetric moisture) shows the ratio of 

water mass to dry soil mass in grams per gram (g g-¹). Under 

air-dry conditions, the gravimetric moisture is 0.1509 g g-¹ 

and reaches 0.2257 g g-¹ at the maximum water point. The 

column “θv” (volumetric moisture) describes the amount of 

water per unit volume of soil in cubic meters of water per 

cubic meter of soil (m³ m-³), which is important for measuring 

water availability for plants as well as irrigation needs. Under 
air-dry conditions, the volumetric moisture value was 

recorded as 0.0906 m³ m-³ and increased to 0.2039 m³ m-³ at 

the highest moisture content. 

The last column is “Sensor Measurements (RAW),” which 

records the raw data from the soil moisture sensor at various 

moisture levels. The sensor reads a value of 418 in dry air 

conditions and decreases to 172 at the highest moisture 

content, indicating changes in soil moisture levels that can be 

monitored to maintain optimal conditions for plant growth. 

Overall, this table is useful for analysing crop water 
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requirements, determining field capacity, and evaluating 

optimal soil irrigation conditions.  

 

 
 

Figure 1 Scatter Plot of Raw Sensor Data and VWC 

Figure 1 depicts the relationship between sensor raw data 

(X) and volumetric water content (Y). It shows a clear trend 

where the water content decreases as the sensor raw data 

increases, but the relationship might not be strictly linear. The 

sensor readings range from 165 to 418 and water content 

ranges from 0.0906 to 0.5456. The dataset size is relatively 

small, with 31 data points. The results of the volumetric water 

content measurement and sensor raw data model are as 
follows. 

B. Linear Regression 

In linear regression analysis, two important metrics often 

used to evaluate model performance are R-squared (R²) and 

Root Mean Square Error (RMSE). 

TABLE 3  

LINEAR REGRESSION MODEL EVALUATION  

R-squared RMSE 

Training Testing 

0,8845452 0.04353125 0,05172371 

 

Table 3 shows that R-squared, which in this case is 

0.8845452, Is a metric that reflects how effectively the 

regression model explains the variability in the data. R² values 

range from 0 to 1, with higher values closer to 1 suggesting 

that the model accounts for most of the variation in the data. 

In this case, the R² of 0.8845452 shows that approximately 

88.45% of the variation in the dependent variable is accounted 
for by the constructed linear regression model. This indicates 

the model has a good fit with the data. 

On the other hand, the RMSE of 0.05172371 measures The 

mean difference between the model's predicted value and the 

actual value using data testing. A lower RMSE indicates that 

the model is more accurate in predicting the true values. In 

this context, the RMSE of 0.05172371 indicates that the 

average prediction error of the model is about 0.05, which is 

considered very small, indicating that the linear regression 

model provides very accurate results. 

C. K Nearest Neighbour 

In K-Nearest Neighbours (KNN) model analysis, it is 
important to understand how the number of neighbours (K) 

parameter affects model performance. One way to evaluate 

model performance is by using the RMSE, which measures 

the average error between the predicted value and the true 

value. The graph presented shows the relationship between 

the K value and the resulting RMSE, providing insight into 

how the choice of K can impact the accuracy of the model. 

 

 
 

Figure 2 Number of Neighbours(K) Simulation 

Figure 2 shows that the number of neighbours (referred to 

as K) in the KNN model ranges from 0 to 20, while the RMSE 

is plotted on the Y-axis. The dots on the graph represent the 

RMSE for a given K value, starting with a lower RMSE for 
small K values and generally increasing as K increases. This 

trend shows that as K increases, the RMSE tends to increase, 

indicating that a higher number of neighbours may cause the 

model to be too smooth, resulting in a poorer fit to the data. 

Thus, the optimal K value seems to be at K=2, where the 

RMSE reaches a minimum. Beyond this value, increasing K 

seems to lead to higher error rates, indicating that the 

predictive performance of the model deteriorates. 

TABLE 4  

KNN MODEL EVALUATION 

 RMSE 

Training 0.01974099 

Testing 0.02939128 

 

    Table 4 shows the gap from predicted value and the actual 

data using data training and testing. The RMSE at 0.01974099 

indicates how good the KNN model is in predicting data 

training. Furthermore, The RMSE at 0.02939128 also shows 

how effective the KNN model is in predicting the testing 

dataset.   

D. Decision Tree 

In decision analysis using decision trees, it is important to 

understand how splitting criteria are used to predict outcomes 

based on variable values. 
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Figure 3 Decision Tree Diagram 

Figure 2 shows a decision tree structure that illustrates the 

classification process based on the variable X, with a 

threshold value of 222. At the top of the tree, it can be seen 

that if the value of X is greater than or equal to 222, then the 

classification leads to the branch “yes,” which results in a 

value of 0.31 with 100% of the data meeting that condition. 
On the other hand, if the X value is less than 222, the 

classification leads to the “no” branch. From the “no,” branch, 

the RMSE value obtained is 0.43, with a proportion of 48% 

of the total data. 

Furthermore, in the “yes” branch, there was an RMSE 

value of 0.2, with a proportion of 52% of the data indicating 

that the model gave better predictions in this group compared 

to the “no” group. This shows that the split based on the 

threshold value of X = 222 is effective in distinguishing the 

two different outcome groups, with the “yes” group 

performing better with a lower RMSE. This tree yielded an 
RMSE of 0.05144186. 

TABLE 5 

DECISION TREE EVALUATION 

 RMSE 

Training 0.06941745 

Testing 0.05144186 

 

Table 5 illustrates the discrepancy between the predicted 

values and the actual data for both the training and testing 
datasets. The RMSE value of 0.06941745 demonstrates the 

effectiveness of the decision tree model in predicting the 

training data. Additionally, the RMSE value of 0.05144186 

highlights the model's capability in accurately predicting the 

testing dataset 

E. Low-Cost Sensor Calibration 

The sensor calibration process is intended to configure the 

sensor output numbers so that they can be easily understood 

and easy to program. In addition, it is expected that the 
modelling machine can accurately predict the pattern of direct 

measurement data (gravimetric test) using the best machine 

learning model. Therefore, it is necessary to evaluate the 

performance of the three models using training and testing 

datasets. It is necessary to study the best model that can 

capture the direct measurement data pattern in the training 

data with the smallest RMSE value in the testing data. 

 

Figure 4 Compares three model prediction in R 

 Figure 4 shows a chart that compares the performance of 
three regression models Linear Regression, K-NN and 

Decision Tree based on their ability to fit training data. The 

Decision Tree, shown with green points, does not effectively 

capture the non-linear trends in the data, with the lowest 

RMSE value at   0.06941745. Linear Regression, represented 

by the red line, provides a simple linear fit. However, it 

struggles to perform well due to the non-linear relationship 

between the variables, resulting in higher error rates. It 

achieves a lower RMSE compared to K-NN.  

K-NN, represented by orange points, adapts to the local 

structure of the data and excels in capturing complex patterns. 
It achieves the lowest RMSE among the three models, 

demonstrating its strength in handling small datasets with 

non-linear trends. Overall, K-NN outperforms the other 

models as it does not assume a global relationship between 

variables and instead relies on local patterns, making it 

particularly effective for datasets with non-linear 

relationships and limited size. Furthermore, model evaluation 

on testing dataset is as follows: 

TABLE 6  

BEST MODEL EVALUATION ON TESTING DATASET 

Model RMSE 

Linear Regression 0,05172371 

K-NN 0,02939128 

Decision Tree 0,05144186 

 

Table 6 shows that of the three models tested using the 

testing dataset, K-NN provides the most accurate prediction 

results, with an RMSE value of 0.02939128. A smaller RMSE 

value indicates that the model has a lower prediction error, 

making it more effective in predicting data compared to other 

models. 

Although the Decision Tree and Linear Regression models 

have similar RMSE values, they still have higher errors than 

the K-NN. These results show that K-NN is the best model 
for this data, while Linear Regression and Decision Tree 

perform less optimally in terms of prediction accuracy. 
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Based on that result, the calibration process of the low-cost 

sensor begins with programming the KNN model of the 

Arduino.  The code consists of a couple of steps like reading 

the sensor data, calculating distances and finally making a 

prediction with an average value of the three nearest 

neighbours. The code for calculating distances and make 

prediction is given as follow: 

 
float calculateDistance(float x1, float x2) { 
  return abs(x1 - x2); } 
float predictKNN(float x) { 
  float distances[dataPoints]; 
  int nearestK[2] = {0, 0};  // Initialize   
for (int i = 0; i < dataPoints; i++) { 
    distances[i] = calculateDistance(x, 
X_train[i]); 
} 
for (int i = 0; i < dataPoints; i++) { 
  for (int j = 0; j < 2; j++) { 
    if (distances[i] < distances[nearestK [j]]) { 
        nearestK[j] = i; 
        break;} 
   } 
 } 
float y_pred = (Y_train[nearestK [0]] + 
Y_train[nearestK[1]]) / 2; 
  return y_pred;} 

F. Discussion 

The use of machine learning in research is to predict 

volumetric water content (VWC) while transforming data and 

ease of integration of the coding process in Arduino if using 

many sensors simultaneously locally on the sensor device.  

Initially, VWC measurements using sensor measurements 
are in the range of 165 - 418 with the smaller the sensor data, 

the greater the VWC which is difficult to read and results in 

misunderstanding of the amount of water in the soil for users. 

For example, when the sensor output at time t is 170 and then 

after watering at time t+1 becomes 260, it cannot be directly 

interpreted that the increase in water volume is 90. On the 

contrary, after utilizing machine learning such as KNN, the 

measurement results in the range of 0.09 - 0.5 are obtained 

which we can directly interpret the increase. 

Many researchers have tried to deal with this by converting 

it into a proportion. However, the output of low-cost sensors 
such as capacitive has a different range, so the process of 

forming a percentage range needs to be done for each sensor. 

In the application of watering systems using multiple sensors, 

this becomes complex and requires careful integration into the 

Arduino system. However, after using KNN, even though 

using several sensors we can simplify the coding process in 

Arduino to get the same range of values. 

Therefore, the use of machine learning can be used as an 

alternative to smoothing the volumetric water content 

numbers on cheap sensors other than using percentages. In 

addition, the use of machine learning offers ease of coding in 
watering installations using more than 1 sensor. 

 

V. CONCLUSION 

KNN saw the most accurate prediction and lower 
prediction error. It has 0.02939128 RMSE value, confirming 

this model as a more effective way to predict soil moisture 

compared to the other models. 
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