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 A face recognition system consists of two stages: face detection and face recognition. 

Detection of features such as eyes and mouth is important in facial image processing, 

especially for official documents such as identity cards. To ensure identification 

accuracy, this research applies facial landmark extraction technology and MTCNN 

(Multi-Task Cascaded Convolutional Neural Network). The purpose of this research 

is to evaluate the accuracy of MTCNN in detecting facial features at the Department 

of Population and Civil Registration (dukcapil) Palu City, using facial landmarks 

and waterfall methods as an application development methodology. The evaluation 

results show that MTCNN has high face recognition accuracy and good positioning 

ability regardless of what GPU in use as long have right CPU and System Operation. 

In comparison, the Viola-Jones algorithm is effective for high-speed applications, 

while SSD offers balanced performance with GPU device requirements for optimal 

performance. While MTCNN proved to be effective, challenges still exist, such as 

false positives and false negatives, especially in poor lighting conditions and extreme 

poses. Image and camera quality, including resolution and facial expression, also 

affects detection accuracy. These findings suggest that the application of MTCNN 

can improve face recognition accuracy for official documents, although it requires 

addressing existing challenges. With this technology, it is expected that errors in 

facial recognition can be minimized, resulting in more reliable data that meets the 

standards for issuing identity documents. This research contributes to the 

development of a more accurate and efficient face recognition system for personal 

identification applications. 
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I. INTRODUCTION 

A facial recognition system is a computational process that 

automatically uses digital images or video frames from a 

video source to automatically identify or authenticate a person 

[1],[2]. Comparing selected facial features from an image to a 

database of faces is one approach to this method [3]. A face is 

an object consisting of several elements that appear the same 

but are not. As a result, these characteristics form the basis for 

identifying an individual's identity. This requires detecting a 

face from the entire image containing relevant features. A 

facial recognition system is generally divided into two stages, 

namely a face detection system which is the initial stage (pre-

processing) and continued with a face recognition system [4], 

[5]. Detecting facial features such as eyes and mouth is an 

important issue in processing facial images that will be used 

for many research areas such as emotion detection and facial 

identification [6], [7]. In the context of making official 

documents, such as Identity Cards (KTP), certain 

requirements such as a straight face, eyes not closed, and a 

closed mouth are crucial to ensure the accuracy of personal 

identification. The process of capturing images for official 
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documents often requires adjustments to meet certain 

standards set by related institutions. In order to meet these 

requirements, the use of facial landmark extraction 

technology and MTCNN (Multi-Task Cascaded 

Convolutional Neural Network) is considered very relevant. 

Facial landmark extraction technology allows the system to 

accurately identify the position of the eyes and mouth in facial 

images. [8]. Meanwhile, MTCNN makes a major contribution 

in improving the accuracy of detecting eye, mouth, and head 

tilt conditions, producing facial images that meet standard 

criteria [9], [10]. By implementing this technology, it is 

expected to significantly reduce the possibility of errors or 

inaccuracies in facial recognition results. Success in ensuring 

that certain requirements are met during the capture of official 

documents such as ID cards will create more reliable data that 

complies with the norms for issuing identity documents. 

Facial landmarks are key components in determining the 

position of the eyes, mouth, and other facial features with high 

accuracy [11]. The application of this technology helps ensure 

that facial images taken for official document purposes meet 

certain standards, such as the presence of uncovered eyes and 

a closed mouth. Based on the explanation above, the purpose 

of this study is to prove the accuracy of the algorithm used, 

namely MTCNN, against a case study at the Dukcapil of Palu 

City. 

II. METHOD 

A. Facial Landmark 

Facial landmarks have been widely studied by researchers. 

Research on Multi-Task Learning of Facial Landmarks and 

Expressions can produce learning representations to predict 

the position and shape of facial landmarks in improving 

expression recognition from images [12], [13]. Furthermore, 

Fast Facial Landmark Detection and Applications: A Survey 

that Dense Facial Landmark is one of the key elements in 

facial processing [14]. This technology is used in various 

applications such as virtual face reenactment, emotion 

recognition, driver status tracking, and so on. Early 

approaches were only suitable for facial landmark detection 

in controlled environments, which was clearly insufficient. 

Neural networks have shown tremendous qualitative 

improvement in the problem of facial landmark detection in 

natural conditions [15], and are now widely studied by 

researchers in this field. Many clever ideas have been 

proposed, often complementing each other. Facial Landmark-

Based Face Detection Using Opencv and Dlib, in his research 

using OpenCV and Dlib, this method aims to improve the 

accuracy of human face detection by focusing on facial 

landmark points [16]. The system test results showed success 

in the face detection process, especially when involving facial 

movement during processing. The location of facial landmark 

fiducial points around facial components and facial contours 

captures rigid and non-rigid facial deformations due to head 

movements and facial expressions [17]. Therefore, these 

locations are important for various facial analysis tasks. Over 

time, many facial landmark detection algorithms have been 

developed to automatically detect these key points, this paper 

reviews 3 facial landmark algorithms namely the Holistic 

Method, Constrained Local Model (CLM) methods, and 

regression-based methods. 

B. Multi-Task Cascaded Convolutional Network Algorithm 

The MTCNN algorithm in the face recognition-based 

authentication mechanism that MTCNN is a restructuring of 

the combination of the CNN model with 3 layers of networks, 

namely p-net, r-net, and o-net which uses candidate grouping 

and classification to obtain efficient and fast face detection 

results [18]. Face recognition using the MTCNN algorithm 

provides an accuracy rate of 76% and 84% for indoor and 

outdoor conditions, respectively [19]. These results are 

influenced by lighting factors measured by a lux meter, 

camera distance, and the tilt of the user's face (researcher, 

year). In addition, the authentication process with MTCNN 

takes 3.78224 seconds indoors and 3.56268 seconds outdoors, 

with the processing time influenced by the performance of the 

virtual machine used. In other studies, [9]this study identifies 

face detection as a crucial research area in target detection. 

This study examines the key steps in the task of face detection 

using deep learning, focusing on feature extraction as the most 

important aspect. Two-stage and one-stage detection models 

are compared, and their applications in face detection are 

analyzed. In addition, MTCNN is explored in depth, and its 

effectiveness in face detection tasks is validated through 

experiments, with a comparison of the model results with the 

yolov3 model on a wider face dataset [20]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. P-net structure, R-net structure, O-net structure on MTCNN 

C. Research Stages 

The Waterfall system development methodology is a 

structured approach to software development that follows 

specific steps in a step-by-step manner. A waterfall is called 

a waterfall because it flows from one stage to the next without 

returning to the previous stage, like water flowing downwards 

[21]. The stages of the waterfall method start from the 

selection The purpose of this requirement is to understand the 

system requirements from the user's perspective. 
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Figure 2. Research Stages 

All requirements are recorded, analyzed, and documented 

in detail. The result of this stage is the specification of the 

requirements that form the basis for system development. The 

next stage is the construction and design of the system, which 

involves designing the system architecture and technical 

design based on the requirements and specifications collected. 

During this stage, decisions are made regarding data 

structures, system architecture, interface design, and other 

details related to implementation. After that, testing and 

launching, after the system is developed, testing is carried out 

to ensure that all features operate according to specifications. 

The purpose of the testing phase is to find and fix any errors 

(bugs) that may exist in the system. After testing is complete, 

the system will be launched to the user. The last stage is 

Maintenance, which is the system that is integrated into the 

user's operating environment. After implementation, the 

system enters the maintenance stage, where changes and 

improvements needed to maintain system performance are 

carried out periodically. 

D. System Development Methods 

The method used for development is waterfall, where the 

first thing to do is observation, namely collecting information, 

literature study which collects written sources, Needs 

analysis, which stage identifies problems and researchers are 

expected to find problems and solutions to these problems, 

then system design where at this stage the application 

interface design is carried out to be created, then system 

implementation, carried out according to the design and 

design of the application being built and coding for it. Then 

testing the previously planned application system is carried 

out at the testing stage to check whether there are errors or 

damage to the application that has been designed [22]. 

III. RESULTS AND DISCUSSION 

In this section, we will explain how the algorithm process 

is used and tested. 

A. MTCN Architecture 

The first stage is the P-Net (Proposal Network) Stage. P-

Net is responsible for performing initial detection by 

generating a number of Bounding Box candidates that may 

contain faces. The process is in the form of a Sliding Window 

where the image is divided into small blocks which are then 

examined by P-Net. In addition to the Bounding Box, P-Net 

also estimates Bounding Box Regression, which helps refine 

the position of the Bounding Box. P-Net also provides 

suggestions in the form of Bounding Boxes and initial face key 

points. Next is the R-Net (Refinement Network) Stage. R-Net 

is used to filter the Bounding Box generated by P-Net. Here, 

the False Positive Bounding Box is removed. R-Net is more 

complex than P-Net and can provide more detailed detection. 

The R-Net Bounding Box results are more accurate because 

this network improves the P-Net proposal. This network will 

also estimate facial landmarks and further Bounding Box 

Regression. The last stage is the O-Net Stage (Output 

Network) O-Net is the last stage that receives Bounding Box 

from R-Net which O-NET will then refine. O-Net is more 

accurate in recognizing facial features such as the position of 

the eyes, nose, and mouth. O-Net provides the final results of 

the Bounding Box and landmarks [9]. 

 

B. Implementation Stages 
1) Dataset 

Dataset Selection: Common datasets used in facial 

recognition research are: LFW (Labeled Faces in the Wild): 

Contains over 13,000 facial images from over 5,700 people. 

CelebA (CelebFaces Attributes Dataset) Contains over 

200,000 facial images in various poses, backgrounds, and 

lighting. Custom Face (Optional) can also create its own 

dataset by taking facial images with various expressions and 

positions (front, side, etc.) to test Custom. Dataset Division: 

The dataset is divided into two parts, namely Training (80%) 

and Testing (20%) so that the model can be trained and tested 

properly [23]. 
TABLE 1.  

DATASET 

Dataset Name Number of Images Image Size 

LFW 13,000+ 250 x 250 

CelebA 200,000+ 178 x 218 

Custom 1,000 Free 
 

2) Preprocessing 

At this stage, Resizing is done where all images must be of 

uniform size. Commonly used sizes are 128 x 128 pixels or 

160 x 160 pixels to reduce calculations. Normalization: Data 

is normalized so that pixel values range from 0 to 1 or -1 to 1. 

This helps improve the stability of the neural network during 

training. Face Detection and Cropping: Detecting and 

cropping faces from images using MTCNN. Only the face 

area is used to train the model, other areas (background) are 

ignored [13]. 
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Figure 3. MTCNN Structure 

3) Training and Testing 

First, Hyperparameter Learning Rate is performed using a 

value of 0.001, then tuning is done if the results are less than 

optimal. Batch Size 32 or 64. Epochs start with 10-20 epochs 

adjusted to the size of the dataset and the loss results. Training 

Loop: At each epoch, the data set is fed into the model and the 

model updates the weights to minimize the loss. Loss and 

Accuracy Tracking: records the loss and accuracy at each 

epoch to ensure the model improves. Testing or testing the 

model on test data to verify its accuracy in detecting faces that 

were not seen during training. 

  

 

 

 

 

 

 

Figure 4. Examples of UNCROP and CROPPING 

C. Performance Evaluation 

1) Face Detection Accuracy 

Precision or measuring the percentage of correctly 

recognized faces out of all the faces predicted by the model. 

Recall or measuring the percentage of correctly recognized 

faces out of all the faces that should be recognized. Also F1-

score which is a metric to combine precision and recall to give 

an overall score to evaluate the performance of the model in 

face recognition. 

 

 
Figure 2. MTCNN Face Detection Results 

2) Face Alignment Evaluation 

Landmark Error is a measure of the distance between the 

average estimated location of a landmark (such as eyes, nose, 

mouth, etc.) and its actual location in the image. Common 

metrics such as L2 norm and Root Mean Square Error 

(RMSE) are used in evaluating the accuracy of face 

alignment. MSE (Mean Squared Error) is applied to assess 

landmark alignment, with lower values indicating better 

alignment results. 

3) Punctuality and Efficiency 

Detection Time Measure the time required to detect a face 

in an image. It is very important for real-time applications, 

such as facial recognition applications in security systems 

[24]. The test was conducted on four devices, with a testing 

distance of 30 cm, lighting at 50 Lux, and each device tested 

10 times per device. From 10 trials, each test consisted of 4 

conditions: when the eyes were closed, the mouth was open, 

the face was tilted, and the successful test for capturing. 

Testing was conducted with lighting at 50 Lux and a distance 

of 30 cm, lighting below 50 Lux made it difficult to detect 

faces, and a distance greater than 30 cm caused difficulty in 

detecting the tester’s eyes. 

Based on the results above, it can be observed that CPU 

performance and device resolution play a significant role in 

the final measurement time. Devices with a high core count 

and exceptional speed, such as the Acer Swift 3 Evo with an 

Intel Core i7-12700H, and Intel Iris XE GPU outperform 

other devices, achieving results around just 1 second. 

Meanwhile, the MacBook Air shows a unique performance—

despite having a Dual-Core i5 processor with a speed of 3.6 

GHz, it achieved a time result less than half that of the Acer 

E5-476G despite being inferior in term of CPU dan GPU, 

which has a Core i7-8550U running at 4.0 GHz and have 

Discete GPU. 
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TABLE 2. 

RESULT TIME OF TESTING ON DIFFERENT DEVICES 

Devices CPU GPU Camera 

Resolution 

Storage Time 

to 

Detec

t 

Acer AIO 
Veriton Z4 

Core i3-
10100 

3.6 GHz 

Intel 
UHD 

Graphic 

630 

HD 720P 
30FPS 2 

Megapiksel 

512 GB 
SSD 

SATA 

103.4 
Secon

ds 

Acer 
Aspire E5-

476G 

Core i7-
8550u 

up to 4.0 

GHz 

MX150 Webcam 
720P 

30FPS 0.9 

Megapiksel 

512 GB 
SSD 

NVME 

Gen 3 by 
2 

23.7 
Secon

ds 

Macbook 

Air 2018 

1.6GHz 

dual-

core 

Intel 

core i5, 
Turbo 

Boost up 

to 
3.6GHz, 

4MB L3 

cache 

Intel 

UHD 

Graphic 

617 

720P 

FaceTime 

HD Camera 

128 GB 

PCIe-

Based 

SSD 

9.363 

Secon

ds 

Acer Swift 

3 Intel Evo 

2022 
Edition 

Intel 

Core i7 -

12700H 
Up to 4.7 

GHz 

Intel Iris 

XE 

Graphic 
96 EU 

1080P 

30FPS 2.1 

Megapiksel 

512 GB 

SSD 

NVME 
PCIE 

Gen 4 

1.7 

Secon

ds 

 

The MacBook Air test results suggest the hypothesis that, 

despite lagging in core number and speed of CPU and GPU, 

the operating system plays an important role in efficiency and 

test time. On rare occasions, the feather duster was detected 

as a face, regardless of which device among the four was used. 

D. Comparison with other methods 

In this section, MTCN will be compared with other 

methods such as Viola-Jones and SSD. 

TABLE 3. 
COMPARISON OF EVALUATION RESULTS 

Method Precision 

(%) 

Recall 

(%) 

F1-

Score 

FPS 

(Frames 

per 

Second) 

Face 

Alignm

ent 

MTCN 95.2 93.8 94.5 10 Yes 

Viola-

Jones 

85.3 78.9 82.0 30 No 

SSD 92.5 90.4 91.4 25 No 

 

From the evaluation table, it can be said that MTCNN has 

excellent recognition accuracy and face positioning 

capabilities, and is suitable for face recognition applications 

that require high accuracy. Viola-Jones is fast and ideal for 

high-speed applications that do not require complex 

detection. SSD has a balanced performance, offering high 

speed and accuracy, but requires a GPU device for optimal 

performance [25]. 

This study shows that the use of Multi-Task Cascaded 

Convolutional Neural Network (MTCNN) and landmark 

technology can significantly improve the accuracy of face 

detection on official documents regardless of GPU As long as 

it has the right CPU and operating system, showing by result 

above. With MTCNN's ability to detect and align faces 

through three tiered networks—P-Net, R-Net, and O-Net—

this study is able to minimize errors in face identification 

despite variations in pose, lighting, and expression. Landmark 

technology then completes this process by detecting important 

points on the face such as the eyes, nose, and mouth, ensuring 

consistent and accurate facial positioning. As a result, this 

technology not only improves the reliability of face 

recognition on official documents such as ID cards and 

passports but also supports a safer and more efficient identity 

verification process, which is essential in e-government 

systems and other digital identity applications. 

IV. CONCLUSION 

The use of Multi-Task Cascaded Convolutional Neural 

Network (MTCNN) and landmark technology can 

significantly improve the accuracy of face detection on 

official documents, however, MTCNN (Multi-task Cascaded 

Convolutional Network), still has several challenges and 

problems that can affect its performance. Below is an analysis 

of common errors and problems encountered when using 

MTCNN. 

False Positives: MTCNN can recognize areas without faces 

as faces. False Negatives: MTCNN may not be able to detect 

a face that is present. This is especially true for extreme poses, 

images at unusual angles, or when the face is partially 

obscured by other objects. MTCNN may have difficulty 

recognizing faces in poor or uneven lighting conditions. 

Although MTCNN is designed to handle a wide range of 

facial poses, detecting faces at very oblique or extreme angles 

can affect accuracy. Image quality and resolution also affect 

MTCNN performance. Low-resolution or blurry images and 

low light also make it difficult to accurately recognize faces, 

and recognition may be unstable. Significantly different facial 

expressions can affect MTCNN performance. For example, if 

a face is smiling or has an extreme expression, the location of 

facial features may not be accurately recognized, which can 

affect subsequent analysis. System Operation or OS and CPU 

also play significant role about performance where the Mac 

OS have such high result regardless of CPU and GPU. 
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