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 The number of visitors to Lombok, one of the famous tourist destinations in 

Indonesia, increased from 400,595 in 2020 to 1,376,295 in 2022. Although the 

government supports the hotel industry, fake reviews are a significant problem that 

can damage hotel reputations and mislead tourists. This study uses BERT and 

Sublinear_TF feature extraction techniques to analyze fake reviews from three main 

areas: Gili Trawangan, Senggigi, and Kuta. BERT detects fake reviews by 

understanding the context of words, while Sublinear_TF emphasizes more 

informative words by reducing the weight of irrelevant common words. The results 

showed that the more extensive and diverse dataset from Gili Trawangan had the 

best classification results. The combination of BERT and Random Forest achieved 

the highest accuracy of 0.84. Overall, BERT excels in Gili Trawangan with an 

accuracy of 0.79 for SVM and 0.84 for Random Forest. In contrast, smaller and more 

homogeneous datasets such as Senggigi and Kuta have lower accuracy. In addition, 

Sublinear_TF performed well on Gili Trawangan with an accuracy of 0.82 using 

SVM and 0.83 using Random Forest; however, its performance declined in Senggigi 

and Kuta. BERT and Sublinear_TF techniques are more effective on large and 

diverse datasets such as Gili Trawangan. Sublinear_TF is better for varied data but 

less effective on more homogeneous datasets, while BERT with Random Forest 

showed the highest accuracy due to its ability to capture broader language context. 

This suggests that the size and variety of the dataset highly influence the success of 

fake review classification techniques. 
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I. INTRODUCTION 

Lombok is one of the islands famous for its natural beauty, 

and many local and foreign tourists come there. In the last 

three years, the number of tourists has increased rapidly. The 

number of tourists was recorded at 400,595 in 2020. It 

increased to 964,036 in 2021 and 1,376,295 in 2022 [1]. This 

positive trend has encouraged Lombok's tourism and 

hospitality sector to continue to develop and add facilities to 

receive tourists. However, as the number of tourists increases, 

the hospitality industry faces a new problem: fake reviews on 

online review platforms.. 

The hospitality industry faces a significant problem with 

fake reviews. Hotel managers and sellers often work with 

reviewers to create fake reviews to increase their hotel 

ratings[2]. In addition, fake reviews can also worsen business 

competition between hotels because they provide false 

information about the quality of service [3]. As a result, hotel 

managers who provide quality service are disadvantaged, 

losing the reputation they have worked so hard to build. Fake 

reviews can mislead tourists and make their experience not 

meet expectations. This can reduce tourists' interest in visiting 

Lombok. 
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Several studies have been conducted to find fake reviews. 

In some studies, Support Vector Machine (SVM) and 

Random Forest algorithms were used; SVM showed 98% 

accuracy in detecting fake reviews [2]. Another study 

combined n-gram and TF-IDF methods with chi-square 

feature selection, which showed 92.19% accuracy [3]. These 

methods show that understanding the context of words and 

selecting relevant features can improve the accuracy of 

identifying fake reviews. 

A study also tried to find fake reviews with post tags. 

Using word tagging and distribution functions [4]. This study 

analyzed 4,478 genuine reviews and 856 fake reviews. Six 

hundred twenty-eight fake reviews aimed to increase product 

sales or the store owner's brand name, while 228 fake reviews 

aimed to bring down competitors. The Support Vector 

Machine (SVM) and Random Forest algorithms were used 

during the testing process, giving the best results with 98% 

accuracy. Although the data was imbalanced, this model 

showed no bias towards the majority class. 

The study used a method to detect fake reviews using n-

gram and TF-IDF. Then, feature selection was performed 

using chi-square to find the most relevant features. After that, 

classification was performed using logistic regression 

algorithms, Random Forest, and SVM [5]. This study 

successfully identified a thousand of the best features by 

understanding the context of words and using chi-square to 

select relevant features. Combining these features with the 

SVM algorithm produced the highest accuracy of 92.19%. 

These results indicate that, even with the same algorithm, the 

proper method to understand the context of words and 

carefully select features can increase the accuracy of detecting 

fake reviews by 3.49%. 

Many researchers have used various feature extraction 

methods in this study. These include C-LSTM, HAN, 

Convolutional HAN, Char-level C-LSTM, BERT, 

DistilBERT, and RoBERTa [6]. Experimental results on two 

benchmark datasets show that RoBERTa outperforms other 

state-of-the-art methods by about 7% in the mixed domain. 

RoBERTa has the highest accuracy of 91.2%, indicating that 

it has excellent potential to be used as a basis for future studies 

on fake review detection. 

This study used three datasets, YelpChi, YelpNYC, and 

YelpZip, to detect fake reviews. The results showed that the 

Random Forest algorithm performed the best out of the four 

algorithms tested: Random Forest, Logistic Regression, 

Naïve Bayes, and Decision Tree [7]. The results showed that 

the Random Forest algorithm best detected fake reviews 

across all datasets, including YelpChi, YelpNYC, and 

YelpZip. This algorithm successfully outperformed other 

algorithms, such as Logistic Regression, Naïve Bayes, and 

Decision Tree, by consistently showing high accuracy across 

datasets. 

The purpose of combining two feature extraction methods, 

Bag-of-Words (BOW) and Term Frequency-Inverse 

Document Frequency (TF-IDF), is to improve the 

performance of fake review detection [8]. This combination 

is intended to create more relevant and accurate features for 

finding fake reviews. To show how effective the combination 

of these two techniques is in improving detection accuracy, 

the Support Vector Machine algorithm produces the best 

results. 

This study suggests using the BERT model to extract word 

features. The results show that the classifier using the Support 

Vector Machine (SVM) algorithm outperforms other methods 

regarding accuracy and F1 score. With an accuracy of 

87.81%, this is an improvement of 7.6% compared to the 

accuracy of the classifier used in the previous study [9]. 

Sublinear_TF and BERT approaches will be used in this 

study to find fake reviews on online review platforms. We 

will also use Random Forest and SVM algorithms that have 

been proven effective in classification. While BERT can 

extract more profound meaning and context from reviews, 

improving the accuracy of identifying fake reviews, 

Sublinear_TF is a weighting technique that addresses word 

frequency without causing excessive inflation. We will 

conduct experiments to validate each of the Sublinear_TF and 

BERT models and evaluate how both models detect fake 

reviews. By using these methods, we hope to improve the 

accuracy of detecting fake reviews, thereby helping to 

maintain the reputation of the hospitality sector in Lombok 

and supporting the growth of the tourism industry. In addition, 

more accurate and reliable information will be presented to 

tourists, allowing them to make more informed decisions in 

choosing accommodation. 

II. METHOD 

Several stages are carried out in this research, one of which 

is the first data collection. The hotel review dataset in tourist 

areas will be collected from the TripAdvisor site at this stage. 

Furthermore, the case folding, tokenizing, stopword, and 

stemming processes will be carried out on the data collected 

for preprocessing. After that, the feature extraction process 

will be carried out using sublinear_TF and BERT. These two 

techniques will be compared with two algorithms, SVM and 

Random Forest, and the last stage will be evaluated using a 

chaos matrix. This is the research route. 

The following is an explanation of the stages in the 

research flowchart. The first stage is collecting data from 

hotel reviews from the TripAdvisor platform. This platform 

was chosen as the primary data source because it has often 

been used as a reference in hotel review sentiment analysis 

research [10][11][12]. The data collected includes hotel 

reviews in the Lombok tourist area, especially in Gili 

Trawangan, Kuta Mandalika, and Senggigi. This data is used 

to conduct further analysis, which includes reviews that are 

considered false and authentic. Pre-processing is done after 

the data is collected. This includes data cleaning, such as 

removing punctuation, changing the text format to be 

consistent, and possibly normalizing the word. Pre-processing 

is done to make the data more accessible to process by 

machine learning models. Sublinear_TF and BERT are two 

methods used to complete the next stage. Sublinear_TF is a 
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way to scale the term frequency (TF) value using a non-linear 

function, usually a logarithmic function. Sublinear_TF 

calculates frequency in a smoother way than using the 

frequency of word occurrence directly. This helps reduce the 

effects of words that appear too often in a document. TF 

represents how often a word appears in a document in the 

conventional TF-IDF (Term Frequency—Inverse Document 

Frequency) method [13]. A word with a very high TF value 

does not always indicate its importance in classification. 

 
 

Figure 1. Research Flow 

Sublinear scaling, typically used with logarithmic 

functions (e.g., 1 + log(TF)), reduces the effect of words that 

occur too frequently to prevent them from dominating the 

feature vector. This helps: 

1) Addressing the influence of common words: TF subliners 

value frequently occurring words less, so they do not 

dominate the computation as much. 

2) Improving model stability: The computation scale can 

become too large if many words are used. Sublinear 

scaling helps stabilize the contribution of these words in 

the overall representation. 

3) Reducing data imbalance: Some words in a document 

may appear many times, but not significantly. TF 

subliners help reduce this imbalance and give fairer 

weight to other words. 

This study also uses the N-gram technique, which 

identifies sequences of related words in reviews. This N-gram 

method can find more complex patterns and contexts in text, 

which often improves classification accuracy. Many 

algorithms such as SVM, Random Forest, and BERT have 

been used to classify fake reviews in recent years [9]. 

automatically. Combining Sublinear_TF and N-gram is 

expected to increase the effectiveness of detecting fake 

reviews. This will support the study's success in providing 

more accurate and reliable information.  

However, BERT, known as Bidirectional Encoder 

Representations from Transformers, is a neural network-

based technique to leverage previous learning in natural 

language processing (NLP). This model is beneficial for 

Google in helping them better understand the words involved 

in search queries [14]. Unlike traditional methods that only 

use one-way word sequences (left-to-right or a combination 

of left-to-right or left-to-left), BERT can train a language 

model by considering the entire set of words in a sentence or 

query through bidirectional training. BERT allows language 

models to learn the context of words based on surrounding 

words, not just those that precede or follow them. Because the 

contextual representation of words starts "from the very 

bottom of the neural network," Google calls BERT "highly 

bidirectional." [15]. Categorizing text fragments based on 

their context is one of the critical tasks in fake review 

detection; it allows developers to perform text classification 

in the natural language processing process [16].  

Testing both methods BERT and Sublinear_TF was done 

using the Random Forest and SVM (Support Vector Machine) 

classification algorithms. Using a supervised machine 

learning method, the SVM classification algorithm developed 

by Vladimir Vapnik can predict class patterns [17]. Simply 

put, the function of SVM is to find the best hyperplane that 

can distinguish two classes in the input space. The ideal 

hyperplane can be identified by measuring the margin and 

finding its maximum value [18]. The kernel function in the 

SVM algorithm is used to handle non-linear problems by 

converting them into linear separables. Polynomial, linear, 

sigmoid, and radial basis functions (RBF) are some kernel 

functions often used in classification. Each kernel function 

has different parameter values, and the Grid Search method 

can be used to find the best parameter values for the selected 

kernel function. However, the Random Forest algorithm, 

developed by J. Ross Quinlan and derived from the ID3 

approach to building decision trees, is considered very 

effective for classification problems in data mining and 

machine learning. To predict previously unseen data, Random 

Forest maps class attributes. To analyze problems with a set 

of independent data depicted in the form of a tree diagram, the 

"divide and conquer" approach to decision trees is used [19]. 

In a decision tree, a series of questions are systematically 

arranged, with each question being given a branch based on 

the attribute value, and the process stops at a leaf of the tree 

indicating the predicted class of the variable [20].  

Here are the steps in making a decision tree using the 

Random Forest algorithm: 

1) Check Data Labels. If all labels in the data are 

homogeneous, leaves will be formed with the overall data 

label value. This is the step in making a decision tree using 

the Random Forest algorithm. 

2) Calculate Information Value. You can calculate the 

information value using the following formula: 
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𝐼𝑛𝑓𝑜(𝐷) =  − ∑ 𝑝𝑖 log 2(𝑝𝑖)

𝑚

𝑖=1

                                (1) 

The average information required to identify a tuple D is 

the probability that it belongs to a particular class, also called 

the entropy of D [21].  

A data set D is separate from the set of values A if the 

values of A are discrete, so the values in each branch are pure 

and of the same type. The number of possible subsequent 

branches is calculated after the first branch: 

𝐼𝑛𝑓𝑜𝐴(𝐷) ∑
|𝐷𝑗|

|𝐷|

𝑣

𝑗

𝑥𝐼𝑛𝑓𝑜𝐴(𝐷𝑗)                                 (2) 

3) Calculating the information value with the formula. 

4) Pay attention to the data content of each attribute. 

where |Dj| |D| is the partition's weight, and the information 

needed to classify tuple D in partition A is InfoA(D). The 

result of this equation is proportional to the quality of the 

resulting partition. The value of an attribute determines how 

important the attribute is for constructing the decision tree. If 

the attribute has a continuous value, the split_point will be 

found by sorting all data according to the attribute from the 

smallest to the largest, then taking the average from one data 

to the next. The split_point value selected sequentially will be 

used to calculate the information value. (4) The advantage 

value for each feature will be calculated using the formula 

(7.8). The value with the most significant advantage will be 

the decision tree branch. 

𝐺𝑎𝑖𝑛(𝐴) = 𝑖𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜𝐴(𝐷)                              (3) 

5) The calculation is repeated in stages 1 to 4 after 

forming the decision tree branch. However, if the branch 

reaches the maximum number of branches allowed, a leaf will 

be formed with the most significant data value. 

 

III. RESULTS AND DISCUSSION 

The dataset used in this study comes from the Tripadvisor 

platform, which contains various tourist reviews about their 

stay experiences at hotels in the Lombok area. To analyze 

differences in the level of satisfaction and preferences of 

tourists in each tourist area, the dataset is divided into three 

main areas based on hotel location: Senggigi, Gili Trawangan, 

and Kuta. An overview of the dataset for each hotel area is 

given here. 

 
 

Figure 2. Dataset division 

The graph above shows how hotels in Lombok are divided 

by region. Gili Trawangan has the highest number of reviews 

with 6,293, followed by Senggigi with 4,690, and Kuta with 

821. 

 

 

Figure 3. Example dataset 

Review 1 uses a lot of nouns and verbs, such as 

“restaurant,” “buffet,” and “satisfied,” to show an accurate 

and objective experience. Review 3 also uses a lot of nouns 

and verbs, such as “hotel,” “manager,” “avoid,” and “yell,” to 

show concrete actions and specific situations, indicating a 

first-hand experience. In contrast, Review 2 uses many 

adjectives, such as “great special experience,” which are 

overly promotional and overly promotional, which are typical 

of fake reviews. Review 4 also uses adjectives such as “very 

welcoming” and overly adverbs such as “really,” which make 

the review feel less objective and overly complimentary, 

indicating a fake review. 

We classify fake hotel reviews based on this data using 

various data processing techniques and classification 

algorithms. The following table shows the results of this 

classification, which shows how the model performs with 

various feature extraction techniques on three different hotel 

datasets: Senggigi, Gili Trawangan, and Kuta, Lombok. The 

results of the performance evaluation of the methods used are 

as follows. 
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TABLE I 

PERFORMANCE EVALUATION RESULTS 

Feature 

Exstraction 
Dataset 

Classification 

SVM 
Random 

Forest 

BERT 

Sengigi 0.75 0.74 

Gili 

Trawangan 
0.79 0.84 

Kuta, Lombok 0.65 0.6 

Sublinear_T

F 

Sengigi 0.73 0.72 

Gili 

Trawangan 
0.82 0.83 

Kuta, Lombok 0.61 0.61 

 

The results show that the BERT feature extraction method 

performs best on the Gili Trawangan dataset, with an accuracy 

of 0.79 for SVM and 0.84 for Random Forest. On the other 

hand, the Kuta Lombok dataset has the lowest accuracy, with 

0.65 for SVM and 0.60 for Random Forest. This difference in 

performance is related to the size of the dataset and the 

essential differences in the operations of BERT and 

Sublinear_TF, the two feature extraction techniques used. 

BERT is a transformer-based model that takes the context 

of words from the previous and following words. This 

approach allows BERT to produce richer feature 

representations because it further considers the semantic 

relationships between words in a sentence. In the Gili 

Trawangan dataset, which has 6,293 review data, BERT was 

able to identify more complex patterns and find variations in 

the language used, both in words and sentence structure. As a 

result, BERT performs better, especially for more extensive 

and varied datasets. This understanding is crucial in places 

where understanding semantic context is critical to improving 

classification accuracy. 

In contrast, Sublinear_TF uses a more straightforward 

method, converting text into a numeric representation based 

on the frequency of words appearing in the reviews. However, 

Sublinear_TF reduces the weight of these frequencies 

logarithmically to avoid frequent words dominating the 

representation. Frequency-based methods can produce pretty 

good results on smaller datasets, such as the Kuta dataset, 

which has 821 reviews. This is because the words used are 

more uniform in smaller datasets. However, because 

Sublinear_TF does not consider the semantic context between 

words, this technique may have difficulty identifying 

complex language patterns. Ultimately, this may lead to less 

accurate classification of datasets with more significant 

language variation. 

In addition, the classification model used affects the 

performance difference. Random Forest tends to be superior 

in handling more extensive and more varied datasets, such as 

Gili Trawangan, compared to SVM, as shown by its better 

performance than SVM on this dataset. Meanwhile, Random 

Forest still has difficulty achieving its desired goals on 

smaller datasets, such as Kuta. 

 

Figure 4. Confusion Matrix Gili Trawangan Dataset 

The BERT + Random Forest model performed best with 

740 True Positives and 314 True Negatives, low False 

Negatives (85) and False Positives (120). Sublinear_TF + 

Random Forest was also competitive, with 318 True 

Negatives, although the False Negatives (110) were higher. In 

contrast, the BERT + SVM and Sublinear_TF + SVM models 

produced more errors, with higher rates of False Negatives 

and False Positives. Overall, BERT + Random Forest and 

Sublinear_TF + Random Forest were the best choices to 

minimize prediction errors on the Gili Trawangan dataset, 

while the SVM-based models were less effective. 

 

Figure 5. Confusion Matrix Sengigi Dataset 

Of the four models tested, BERT + Random Forest 

performed the best with 516 True Positives (TP) and 178 True 

Negatives (TN). This model had 145 False Positives (FP) and 

99 False Negatives (FN), so the data classification was quite 

good. BERT + SVM also gave competitive results, with 514 

TP and 191 TN, although it had slightly more FP (132) and 

FN (101). Sublinear_TF + Random Forest recorded the 
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highest TP (552) but also had high FP (198) and FN (63), 

indicating that some of its optimistic predictions were less 

accurate. On the other hand, Sublinear_TF + SVM produced 

515 TP, 171 TN, 152 FP, and 100 FN, indicating that the 

SVM-based model was less effective than Random Forest. 

Overall, BERT + Random Forest and BERT + SVM are the 

best choices for classification on the Senggigi dataset. 

 

Figure 6. Confusion Matrix Kuta Lombok Dataset 

The confusion matrix results of the four models on the 

Kuta dataset show differences in performance in classifying 

data. The BERT + Random Forest model performed 

exceptionally well identifying positive data with 82 TP and 

17 TN but still made errors with 53 FP and 13 FN. On the 

other hand, BERT + SVM produced a slightly lower 

performance with 73 TP, 34 TN, and more errors, namely 36 

FP and 22 FN. The Sublinear_TF + Random Forest model 

recorded the highest TP (93), but the error rate in classifying 

harmful data was relatively high, with only 8 TN and 62 FP. 

Sublinear_TF + SVM performed similarly to BERT + SVM, 

resulting in more errors in classifying harmful data. 

Then matrix results show the show + Random Forest 

model consistently provides the best performance in all three 

datasets (Gili Trawangan, Senggigi, and Kuta) with lower 

prediction errors compared to other Sublinear_TF + Random 

Forest is also quite competitive. In comparison, the SVM-

based model produces more errors. Overall, the Random 

Forest-based model is more effective for classification on this 

dataset than the SVM model. 

 

IV. CONCLUSION 

The results show that the BERT + Random Forest model 

provides the best results in classifying fake hotel reviews in 

Lombok, especially on the largest dataset, Gili Trawangan, 

with an accuracy of 0.84. Combining Sublinear_TF + 

Random Forest and BERT + SVM is a practical choice for 

classifying fake reviews, as it provides high accuracy and 

lower prediction errors. The Random Forest-based model 

outperforms SVM, while Sublinear_TF remains effective for 

small datasets, although it still needs improvement in 

reducing positive prediction errors. 
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