
Journal of Applied Informatics and Computing (JAIC) 

Vol.8, No.2, December 2024, pp. 413~420 

e-ISSN: 2548-6861    413 

  

  

http://jurnal.polibatam.ac.id/index.php/JAIC  

A Comparison of Convolutional Neural Network (CNN) and Transfer 

Learning MobileNetV2 Performance on Spices Images Classification 
 

 

Khoirizqi Velarati 1*, Christy Atika Sari 2, Eko Hari Rachmawanto3 
Study Program in Informatics Engineering, Faculty of Computer Science, Universitas Dian Nuswantoro, Indonesia 

khoiriz.velarati@gmail.com1, atika.sari@dsn.dinus.ac.id 2, eko.hari@dsn.dinus.ac.id 3 

 

 

Article Info  ABSTRACT  

Article history: 

Received 2024-10-02 

Revised 2024-10-11 

Accepted 2024-10-14 

 This research was conducted to analyze the performance of the CNN algorithm 

without transfer learning in classifying spice images and compare it with the CNN 

algorithm using transfer learning on the MobileNetV2 architecture. This comparison 

aims to evaluate both methods' accuracy, efficiency, and overall performance and 

analyze the impact of transfer learning on classification results in the context of 

spices. The dataset consists of 1500 spice images divided into 10 classes, with each 

class of 150 images. In the first experiment, CNN without transfer learning resulted 

in 93% accuracy performance. For the second experiment using MobileNetV2, there 

was an increase in accuracy, reaching a value of 99% for all spice classes. The results 

of this study confirm that MobileNetV2 architecture significantly improves the 

accuracy and performance of spice classification compared to CNN without transfer 

learning, which can be recommended for spice image classification. 
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I. INTRODUCTION 

Spices are parts of the plant commonly used as seasonings, 

flavorings, fragrances for foods, and food preservatives with 

limited use [1]. In addition to their essential function in 

flavoring food, spices, especially in Indonesia, which is a 

country that has a wealth of spices [2] also have an important 

place in Indonesia's culinary culture and traditional medicine 

as well as international commerce. It is proven by its content, 

which is rich in various active chemical substances, including 

sulfur compounds, flavonoids, terpenoids, and polyphenols 

[3]. Unfortunately, with such vital positions, recognition of 

spices, especially among the younger population, is declining. 

Most of them struggle to recognize the difference between 

one spice and another. This is caused by the similarity of 

several types of spices at a glance and not knowing their 

characteristics [4]. 

In this context, artificial intelligence and growing 

information technology can provide the urgently required 

solutions. One of the solutions that can be developed is by 

applying image processing. Image processing is one of the 

modern technology areas that can be used to convert image 

object information into digital information to make it better 

recognized and processed by computers [5]. 

Doing image processing on spice objects will require a 

careful and structured approach. One of the approaches that is 

commonly used in image processing is the Convolutional 

Neural Network (CNN). As in the previous study, Ponmozhi 

et al [6] classified 27 types of spices using the CNN approach 

with 75% accuracy. However, that study did not use the 

transfer learning method. The transfer learning method is a 

learning process that can imitate how humans think to make 

conclusions about other cases [7]. The transfer learning 

method is a good method to use and choose when the data 

used is limited [8], such as in this study. One of the 

architectures commonly used in transfer learning methods is 

the MobileNetV2 architecture. In another study, Parjito et al 

[9] have already classified 1554 types of ornamental plants to 

test and compare the performance of CNN models and 

transfer learning methods on MobileNetV2 architecture. That 

study resulted in an average accuracy score of 67% using the 

CNN model. However, after performing the transfer learning 

process using the MobileNetV2 algorithm, their average 

accuracy has increased to 95%. Based on that study, it can be 

seen that the use of MobileNetV2 architecture significantly 

impacts image object classification research. 

Considering the positive impact of using MobileNetV2 

architecture in previous studies, this study will compare the 
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performance and accuracy between CNN models without the 

transfer learning method and CNN models with the transfer 

learning method on MobileNetV2 architecture. 

This study aimed to evaluate the performance of the CNN 

algorithm in categorizing spice images without transfer 

learning and to compare it with the results achieved using the 

CNN method with transfer learning using the MobileNetV2 

architecture. This comparison seeks to assess the accuracy, 

efficiency, and overall performance of both techniques and 

investigate the influence of transfer learning on classification 

outcomes within the domain of spices. 

II. METHOD  

Several research methods can be used to classifyspice 

images, such as utilizing image processing techniques with 

the MobileNetV2 model and without the MobileNetV2 

model, which is one of the architectures of the Convolutional 

Neural Network (CNN) algorithm. The process of identifying 

spices used in classification with spices is shown in Figure 1. 

 

 
 

Figure 1: Research Process 

A. Data Collecting 

Research in the classification of spice types takes data form 

of spice images taken manually by researchers. There are 

1500 image data used, which are categorized into 150 image 

data of clove, 150 image data of ginger, 150 image data of 

cardamom, 150 image data of aromatic ginger, 150 image 

data of turmeric, 150 image data of black pepper, 150 image 

data of white pepper, 150 image data of galangal, 150 image 

data of nutmeg, and 150 image data of java ginger. While 

capturing images, researchers used hvs paper as the 

background of the spices and took a spacing of 20 cm from 

the camera. Because the method of collecting spice image 

data is done manually, where each image is taken very 

carefully to ensure the quality of each image, it can be assured 

that the collected images are clean from duplication, noise, or 

other anomalies that could be the reason why the data cleaning 

process is needed. Considering this fact, the steps that will be 

carried out in this research after collecting all necessary data 

is pre-processing without performing data cleaning. 

B. Pre-processing 

After all the image data of spices needed in the study are 

collected, the next step is data pre-processing. Several steps 

are carried out during this pre-processing. The first step is 

format standardization, which is to change the entire image 

format into the same format. In addition to ensuring the 

consistency of the format for all image data, the purpose of 

format standardization is to minimize errors and increase 

efficiency for the next process because when the format are 

different, it can give different characteristics to these images 

[10]. The format used in this study is JPG format. After all 

data has the same JPG format, the next step is to resize the 

image to change the image size to 224 x 224 pixels so that the 

dimensions of each image become consistent. The next step 

is the image normalization step. Image normalization is a step 

that can be taken to accelerate convergence, improve 

accuracy, and ensure model consistency by adjusting the ratio 

and distribution of image pixel values. Image normalization 

is a step that can be taken to accelerate convergence, improve 

accuracy, and ensure model consistency by adjusting the ratio 

and distribution of image pixel values [11]. In image 

normalization, various techniques can be useful to normalize 

images: Min-Max Normalization, Z-Score Normalization, 

Mean Normalization, Contrast Normalization, and others. In 

this study, researchers decided to implement the Min-Max 

Normalization technique. The Min-Max normalization 

technique is one of the normalization techniques that works 

by transforming the original data linearly to obtain a balanced 

comparison result value between the data before and after the 

process. This technique can be used to normalize images by 

setting pixel values from 0 to 1 [12]. The functions of the Min-

Max normalization technique are: 

 

𝑥𝑛𝑒𝑤 =  
𝑥𝑜𝑙𝑑 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 −  𝑥𝑚𝑖𝑛

 

 

Where 𝑥𝑛𝑒𝑤  is the pixel value that has been normalized, 

𝑥𝑜𝑙𝑑   is the original pixel value before normalization, 𝑥𝑚𝑎𝑥   is 

the maximum pixel value in the original image, and 𝑥𝑚𝑖𝑛  is 

the minimum pixel value in the original image [13]. 

After normalizing using the Min-Max Normalization 

technique, which was applied to all image data, the next step 

was performed to improve the contrast value of the images 

using the Contrast Limited Adaptive Histogram Equalization 

(CLAHE) technique. This CLAHE technique is an advanced 

version of the AHE (Adaptive Histogram Equalization) 

technique, which is a way to improve image contrast by 

expanding the intensity range or extending the most 

frequently occurring intensity values. In the CLAHE 

technique, each image will be divided into several sub-images 

or blocks, and each block will be subjected to histogram 

equalization. This process can avoid excessive amplification 

and redistribution of pixels, which makes the image contrast 
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clearer and more visible [14]. The result of applying the Clahe 

technique can be seen in Figure 2 below. 

 

 
Figure 2. Difference between the original image and the image that has been 

given CLAHE technique (a) original image, (b) image after CLAHE 

technique 
 

The next step is to split the data into train data, validation 

data, and test data. In this study, researchers used a ratio of 

7:1:2 with 70% for train data, 10% for validation data, and 

20% for test data. These ratios were chosen to provide 

sufficient data for the training and evaluation phases of the 

model. These splits are randomly generated using the random 

shuffle method. After successfully splitting the data according 

to the ratio above, the data will be saved in a new folder that 

will be used to perform the next step. 

Then, before moving on to the modelling stage, it is 

necessary to perform an image augmentation process. Image 

augmentation is a technique that can generate new image with 

various image orientations, such as increasing the size and 

shape of the image [15]. By performing image augmentation, 

more data can be generated, and overfitting becomes smaller. 

This process is performed to increase the size of the dataset 

by making several changes to the data in the hope that the 

model will not memorize specific patterns in the data [16]. 

This research uses several augmentation techniques, 

including 20-degree rotation, 20-degree shear, 20-degree 

zoom, and horizontal data reversal. The ImageDataGenerator 

from Keras will be used to perform these techniques, and the 

data that has been augmented into the model will be 

forwarded. 

C. Convolutional Neural Network 

After augmenting the data, the next step is training the 

model. In this study, the first model is derived from the 

Convolutional Neural Network model without the transfer 

learning method, commonly called a simple CNN. CNN, or 

Convolutional Neural Network, is one type of neural network 

known for its high accuracy, especially in classification tasks. 

The CNN algorithm has several layers, such as an input layer, 

an output layer, and various other hidden layers. The most 

common hidden layers in CNN include convolutional layers, 

fully connected layers, pooling layers, normalization layers, 

and pooling layers (ReLU)[17]. An example of these layers 

can be seen in Figure 3 below. 

 

 
Figure 3. Convolutional Neural Network 

 

In this training, there are three steps performed for the 

model training process using CNN, which are: 

1)   Designing the Model: The first step is designing the 

model. The input shape used is 224 x 224 pixels with three 

colour channels (RGB). Several main layers are used 

sequentially in a simple CNN. First, the model starts with a 

convolution layer using a 3x3 kernel and ReLu activation 

function followed by a MaxPooling layer. In this research, 4 

layers are used, and each layer is given a gradually increasing 

number of filters, which are 32, 64, until 128. The purpose of 

this increase is to allow the model to capture more complex 

patterns. Furthermore, the output of the flattening layer is 

combined with the fully connected layer using 512 units and 

ended by using a softmax activation function in the output 

layer. 

2)   Perform Model Optimization: In this model design, 

optimization uses Adam Optimizer with a learning rate of 

0.0001 and a loss function categorical cross-entropy. 

3)   Train the Model: The maximum number of epochs 

used in training the model with a simple CNN is 25. The 

training process is carried out by applying 32 batch sizes. At 

each epoch, performance will be evaluated using the 

validation set. The program will execute the callback early 

stop function if the validation loss is not improved for 10 

consecutive epochs. 

D. MobileNetV2 

Furthermore, this research used a second model, the 

MobileNetV2 model, one of the architectures in the 

Convolutional Neural Network algorithm. The green and blue 

boxes in Figure 4 below illustrate the use of a combination of 

depthwise convolution and pointwise convolution. 

 
Figure 4. Transfer Learning – MobileNetV2 Model 
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MobileNetV2 is a transfer learning model previously 

trained on feature extraction and image classification. This 

architecture can be used on mobile devices and embedded 

systems because it is based on pointwise and depthwise 

convolution layers and is quite lightweight [18]. In 

MobileNetV2, the input image will be separated into different 

channels, and each channel will be convolved separately. The 

results of the convolution will be recombined using 1×1 

pointwise convolution [19]. Three steps must be completed in 

the model training process using MobileNetV2, including: 

1)   Designing the Model: MobileNetV2 was chosen as 

the model to be used in this model design step. Using pre-

trained weights from ImageNet, researchers added several 

additional layers, including GlobalAveragePooling2d to 

reduce dimensionality, Dense layer with 1024 units and ReLu 

activation, BatchNormalization and Droupout to reduce 

overfitting with a rate of 0.5, and softmax activation as the 

output layer for multi-class classification. 

2)   Perform Model Optimization: The model will be 

optimized using Adam Optimizer, which is a combination of 

AdaGrad and RMSProp optimization [20]. The folllowing 

below is the function of the Adam Optimizer. 

Adam Optimizer: 𝜎𝑛+1 =  𝜎𝑛 − 
𝛿

√ℎ𝑛+ 𝜏
 𝑚𝑛[21] 

For the loss function, this study will employ 

categorical cross-entropy loss function that can be used to 

help the model produce more accurate predictions [22]. 

3)   Train the Model: In the training step of the initial 

model, the maximum number of epochs used is 25 epochs 

where the performance of each epoch will be evaluated using 

validation loss, then the early stop callback function will be 

executed. 

E. Evaluation 

At the model evaluation stage, the data used is test data. 

The purpose of this evaluation is to find out how the 

previously built model performs. This stage is carried out 

using several evaluation metrics as follows: 

1)   Precision: Also known as the positive predictive 

value, this is the value of how accurate the model is when 

making positive predictions by calculating the proportion of 

datasets classified as error-prone [23]. The following 

calculation can determine the precision value: 

 

Precision =
True Positives

True Positives + False Positives
 

  

True positive is the amount of data that is actually positive 

and has been correctly classified as positive by the model. In 

contrast, a false positive is the amount of data that is actually 

negative and has been wrongly classified as positive by the 

model. 

2)   Recall: This value represents the proportion of 

correct results compared to the total expected results [24]. The 

calculation to determine the recall value is: 

Recall =
True Positives

True Positives + False Negatives
 

3)   F1-Score: It is an ideal metric to assess a 

classification's performance because it can consider the 

model's accuracy and predictive ability. It combines precision 

and gain by calculating the harmonic mean [25]. The 

calculation to get the F1-Score is: 

F1-Score =
2 ∙ (Precision ∙ Recall)

Precision + Recall
 

4)   Accuracy: This is the value of evaluating the 

accuracy of a whole classification model [26]. The following 

bellow is a calculation that can be used to determine the 

accuracy value: 

Accuracy =
True Positives + True Negatives

Total Predictions
 

 

III. RESULTS AND DISCUSSION 

Based on Figure 5, datasets used in this study are image 

data obtained from field studies by taking pictures directly 

using a smartphone camera with a 12mp resolution. 

 

 
Figure 5. Spice image samples (a) clove image, (b) ginger image, (c) 

cardamom image, (d) aromatic ginger image, (e) turmeric image, (f) black 

pepper image, (g) white pepper image, (h) galangal image, (i) nutmeg 

image, and (j) java ginger image 
 

In the process of taking images, researchers used white 

paper as a background for spices and took a distance of 20 cm 

from the camera. The data used are 1500 images, divided 

equally by clove, ginger, cardamom, aromatic ginger, 

turmeric, black pepper, white pepper, galangal, nutmeg, and 

java ginger.  
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A. CNN Classification 

The first test of image data is using the CNN method. The 

results of these tests are in Table 1. 

TABLE I 
CNN TESTING RESULTS 

Scenario Precision Recall F1-

Score 

Accuracy 

Clove 1.00 0.90 0.95 0.93 

Ginger 0.92 0.73 0.81 0.93 

Cardamom 0.96 0.87 0.91 0.93 

Aromatic 

Ginger 

0.82 0.90 0.86 0.93 

Turmeric 0.97 1.00 0.98 0.93 

Black 

Pepper 

0.97 1.00 0.98 0.93 

White 

Pepper 

1.00 1.00 1.00 0.93 

Galangal 0.94 1.00 0.97 0.93 

Nutmeg 0.83 1.00 0.91 0.93 
Java Ginger 0.97 0.93 0.95 0.93 

 

This study has conducted several experiments using the 

CNN algorithm to evaluate the model's performance. Based 

on the results of these experiments, there is a variation in the 

model's accuracy, which shows that the results of the CNN 

model are not always consistent in each trial that has been 

carried out. As a representation of the optimal performance of 

the CNN model tested, the best results from several 

experiments can be seen in Table 1 above. 

These results shows that the test classification using CNN 

results varies between the 10 types of spices tested. Table 1 

shows the value of evaluation metrics, including precision 

value, recall value, F1-Score value, and accuracy value for 

each type of spice tested. Overall, the CNN model produces 

an average precision of 0.94, recall of 0.93, F1-Score of 0.93, 

and accuracy of 0.93. The model’s performance also looks 

outstanding in several types of spices, such as the best results 

obtained for the white pepper image with precision, recall, F1-

Score, and accuracy values of 1.00, 1.00, 1.00, and 0.93. In 

addition, turmeric also shows good performance with values 

of precision 0.97, recall 1.00, F1-score 0.98, and accuracy 

0.93. This indicates that the CNN method without transfer 

learning can quite classify the white pepper and turmeric 

classes.  

On the other hand, unsatisfactory results were obtained in 

several types of spices, such as the lowest performance 

produced in the ginger class with a precision value of 0.92, 

recall 0.73, F1-score 0.81, and accuracy value of 0.93. This 

shows that the CNN method without transfer learning is not 

optimal for recognizing patterns in the ginger class well. From 

the overall results, the model works quite well but requires 

improvement to achieve better results, especially in spice 

types that show poor results, such as nutmeg and curcuma. 

Figure 6 is a graph of two metrics resulting from 

measurements during the model training process: training 

accuracy and training loss compared to validation accuracy 

and validation loss. Both graphs showed information about 

the results of the CNN model performance during training 

based on the number of epochs used. In the training accuracy 

graph, it can be seen that training and validation increase as 

the number of epochs increases. The graph shows that the 

accuracy of both datasets increases sharply during the initial 

period, reaching its highest point around the 15th to 25th 

epoch. The small difference between the training and 

validation curves indicated that the model learns well without 

experiencing significant overfitting. Overfitting is a situation 

where the model cannot properly generalize from training 

data to validation data [27]. 

 

 
Figure 6. CNN Performance 

 

As for the training loss graph, there is a drastic decrease in 

the initial epoch. This indicates a considerable improvement 

in the model's performance. However, there are signs of 

overfitting in the validation loss values which do not decrease 

as much as the loss in the training data. 

 
Figure 7. CNN Confusion Matrix 

 

Figure 7 above is the result of the Confusion Matrix, which 

shows how the CNN model works to classify 10 types of 

spices. Each class has been tested with 30 samples to measure 

how accurate the model is in classifying every kind of spice. 
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The matrix shows two categories of results, namely true 

positive and false negative. The clove class had 27 true 

positives and 3 false negatives, where the samples were 

incorrectly predicted as cardamom, black pepper, and 

nutmeg. As for the ginger class, the true positive value is 22 

and the false negative is 8, which is the sample wrongly 

predicted as aromatic ginger, nutmeg, and java ginger. 

Furthermore, the cardamom class has 26 true positives and 4 

false negatives with a prediction error as nutmeg. In the 

aromatic ginger class, 27 true positives and 3 false negatives 

were obtained with prediction errors in the ginger and 

turmeric classes. Perfect results were obtained for the 

turmeric, black pepper, white pepper, galangal, and nutmeg 

classes with 30 true positives and 0 false negatives. Lastly, the 

java ginger class resulted in 28 true positives and 2 false 

negatives with a misprediction to galangal. 

B. MobileNetV2 Classification 

Furthermore, the second test was carried out using the 

MobileNetV2 architecture. The results of the test can be seen 

in Table 2 below. In Table 2, it can be seen that the results of 

the classification test using MobileNetV2 show excellent 

performance results, where the MobileNetV2 model can 

maintain a high accuracy rate of 0.99, with an average F1-

Score of 0.99 when used in detecting various types of spices. 

Significantly, MobileNetV2 can improve the performance of 

the model, especially in classes that previously showed poor 

performance in testing using CNN without transfer learning. 

For example, the ginger class, which previously only obtained 

an F1-Score value of 81%, increased to 100% when transfer 

learning with MobileNetV2 was applied. 

TABLE II 
MOBILENETV2 TESTING RESULTS 

Scenario Precision Recall F1-

Score 

Accuracy 

Clove 1.00 1.00 1.00 0.99 

Ginger 1.00 1.00 1.00 0.99 

Cardamom 1.00 1.00 1.00 0.99 

Aromatic 

Ginger 

0.97 1.00 0.98 0.99 

Turmeric 1.00 1.00 1.00 0.99 

Black 

Pepper 

1.00 0.97 0.98 0.99 

White 

Pepper 

0.97 1.00 0.98 0.99 

Galangal 1.00 1.00 1.00 0.99 

Nutmeg 1.00 0.97 0.98 0.99 

Clove 1.00 1.00 1.00 0.99 

 

 
Figure 8. MobileNetV2 Performance 

 

Figure 8 shown a graph showing the results of 

measurements during the model training process using 

MobileNetV2 transfer learning. The results consist of two 

metrics: accuracy and loss. The training accuracy graph 

shows that the model produces training accuracy values that 

increase sharply in just a few epochs and remain stable until 

the end of training. Validation accuracy is also seen to 

increase sharply to more than 98% in the early epochs, and it 

remains stable without a significant decrease. Such stability 

may indicate that the model can generalize well to new data.  

On the other hand, in the training loss graph, it can be seen 

that the value drops very drastically in the first epoch and 

reaches a very low value in a short time, followed by a stable 

low value until the end of training. For the validation loss, the 

decrease is also quite significant, below 0.1, and continues to 

fall until it is close to 0. This shows that the model can learn 

quickly and efficiently from the data. 

 

 
Figure 9. MobileNetV2 Confusion Matrix 

 

Figure 9 above shows the results of the Confusion Matrix 

produced by the MobileNetV2 model. The model performs 

exceptionally well in predicting the 30 samples provided. Of 

the 10 spice classes predicted, 8 achieved perfect scores with 

30 true positives and 0 false negatives. The remaining two 
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classes, black pepper and nutmeg, resulted in 29 true positives 

and 1 false negative, with the errors showing black pepper 

predicted as white pepper and nutmeg as aromatic ginger. 

IV. CONCLUSION 

After conducting this study in the form of classification on 

10 types of spice data including clove, ginger, cardamom, 

aromatic ginger, turmeric, black pepper, white pepper, 

galangal, nutmeg, and java ginger with 1500 data in total, it 

was obtained test results from the use of CNN and 

MobileNetV2 algorithms. Test results on the CNN method 

produce consistent values with an average accuracy of 93%. 

While in the test results using the MobileNetV2 architecture, 

constant accuracy results were obtained, namely 99%. These 

numbers show that MobileNetV2 can capture most of the 

important features of the dataset. 

In addition, the results of the confusion matrix analysis also 

show that MobileNetV2 is better than CNN in the 

classification of spices. CNN has many misclassification 

errors in clove, ginger, cardamom, aromatic ginger, and java 

ginger. In MobileNetV2, the classification can produce 

almost perfect results for each class, and errors only occur in 

the black pepper and nutmeg classes. 

From these two tests, it can be concluded that the 

MobileNetV2 architecture can significantly improve 

classification performance compared to simple CNN. 

Therefore, MobileNetV2 architecture can be suggested in the 

classification of spice images. 
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