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 The lack of specialized tools to check the condition of ornamental fish has hindered 

effective management. This research proposes a novel software architecture that uses 

the YOLOv9 model combined with RT-DETR to enable accurate and timely 

identification of ornamental fish conditions including fish diseases, empowering 

farmers and hobbyists with a valuable resource. This integration is done using Soft 

Voting Ensemble Learning technique. To achieve this goal, an Android mobile 

application successfully classified healthy fish and accurately identified common 

diseases such as bacteria, fungal, parasitic, and whitetail. Based on the test results, 

the integration accuracy of the YOLOv9 and RT-DETR models produced a high 

result of 0.8947 while the stand-alone YOLOv9 showed 0.8889 and the stand-alone 

RT-DETR of 0.8904. Recommendations are given for the combination of YOLOv9 

and RT-DETR in condition detection and diagnosis of ornamental fish diseases. 
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I. INTRODUCTION 

The ornamental fish business has surged since the COVID-

19 pandemic by up to 70%[1]. In 2022 alone, Indonesia has 

become the world's second-largest ornamental fish exporting 

country, with export value reaching USD 36.4 million[2]. 

According to data from the Ministry of Maritime Affairs and 

Fisheries in the first quarter of 2023, Indonesia's ornamental 

fish exports rose 16.2% compared to the same period in the 

previous year[3]. This indicates that ornamental fish have a 

high potential value in business, so it is important to maintain 

their health so that their survival is maintained. Ornamental 

fish is a type of fish that has a marine or freshwater habitat 

whose function is to beautify the house/room. Cultivating 

ornamental fish or becoming an ornamental fish enthusiast is 

a hobby for some people, not only adding economic value but 

also reducing stress. Ornamental fish can be enjoyed when 

their color, size, and growth are healthy. Unhealthy 

ornamental fish will make the appearance no longer attractive 

such as changing the color of the fish, the movement is not as 

agile as usual, to the transmission of disease to other 

ornamental fish until it results in death. Unhealthy ornamental 

fish can be caused by several factors such as disease. One of 

the problems in fish farming is when fish contract disease. 

Some ornamental diseases that are often encountered are 

caused by bacteria or fungi. Based on the results of interviews 

collected, it was found that the lack of knowledge of 

cultivators and ornamental fish enthusiasts about sick 

ornamental fish and in diagnosing diseases resulted in late 

countermeasures.  

Currently, the way to identify unhealthy ornamental fish is 

still done conventionally, such as looking at abnormal fish 

behavior. However, since the light from the air into the water 

is refracted, it is difficult for the human eye to observe the 

health of the fish, causing failure to administer medicine on 

time or missing the best treatment period, resulting in huge 

economic losses. This is a technical bottleneck in ornamental 

fish farming. Therefore, to help ornamental fish farmers and 

enthusiasts, it is important to develop an automatic fish 

disease identification and analysis method.  

Most of the previous research related to YOLO is to make 

changes to the network structure, which aims to adjust to the 
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area of research, for example, such as proposing a disease 

detection method in fish farms using YOLO v5 which has 

improved the network structure, namely replacing CSPNet to 

C3 to make it simpler and replacing the conventional kernel 

size from 3x3 to Convolutional Kernel Group (CKG) The 

result of this improvisation is speed and accuracy of 99.75% 

compared to the old YOLO model[4]. 

Integrating Yolo v8 with the Real-Time Detection 

Transformer (RT-DETR) [5] obtained promising results for 

detecting fish in turbid waters with a mAP (mean Average 

Precision) value of 0.971 compared to the standard Yolo v8 

mAP value of 0.912. RT-DETR offers possible capabilities 

that YOLO models do not have[6]. RT-DETR also 

demonstrates effective ship detection accuracy and robustness 

in complex marine environments[7]. Fish behavior anomaly 

detection using deep sort algorithm with Yolo v8[8] which 

can extract information related to abnormal fish behavior such 

as swimming direction and fish sleeping time with mAP value 

of 73.49 compared to Yolov8 before modification of 71.36. 

CNN model was successfully used to detect fresh fish[9]. 

We propose a novel approach to check the healthy or sick 

condition of ornamental fish and diagnose the disease using a 

combination of YOLOv9 and RT-DETR models, both of 

which use CNN to extract important features from images. 

We combine advanced object detection models, including 

RT-DETR and YOLOv9, to identify and classify fish diseases 

accurately. To further improve performance, we used Soft 

Voting Ensemble Learning, which combines RT-DETR and 

YOLOv9 predictions for more robust results. We evaluated 

the overall performance of these models using four key 

metrics: accuracy, precision, recall, and F1-score. 

II. METHODS  

Research in fish disease detection has increasingly utilized 

deep learning algorithms. [10] employed a CNN architecture 

customized with ResNet-50, achieving an accuracy of 

87.46%. YOLOv9 modeling combined with RT-DETR on the 

detection of ornamental fish conditions and diseases was built 

to help farmers and ornamental fish enthusiasts check the 

health conditions of ornamental fish with improved accuracy 

better than using only one model independently. The 

combination of models uses soft voting ensemble learning 

techniques with testing parameters using accuracy, recall, 

precision, and F1-Score.  

A. Flowchart Development  

In the development of ornamental fish condition detection 

applications along with disease diagnosis, there are several 

stages. Based on Figure 1, the process can be explained as 

follows. The first step involves collecting datasets of 

ornamental fish, both sick and healthy, with a focus on two 

species: Koi Fish (Cyprinus rubrofuscus) and Gold Fish 

(Carassius auratus). In the data preprocessing stage, images 

are filtered to retain only those of good quality, while poor-

quality images are discarded. Following this, the data 

annotation process labels the fish as either healthy or diseased.  

 

 

Figure 1. Flowchart Development YOLOv9 and RT-DETR 

The training stage then uses the annotated data to train and 

validate YOLOv9 and RT-DETR models, with assistance 

from Kaggle (https://www.kaggle.com/). The Soft Voting 

Ensemble Learning technique is applied when using YOLOv9 

+ RT-DETR, yielding models that will be utilized in the 

testing phase. During testing, images are entered and 

evaluated using YOLOv9, RT-DETR, or the combined 

YOLOv9 + RT-DETR models based on the previously trained 

data. The final output provides detection of the ornamental 

fish’s health condition. 

B. YOLOv9 

YOLOv9 is one of the models used in object detection. 

YOLOv9 has several updates from the previous version, 

YOLOv8, such as the use of modules that are wider than 

YOLOv9 than the previous version, thus allowing a more 

complex architecture. In addition, based on the comparison of 

YOLOv9 Modeling combined with RT-DETR on the 

detection of ornamental fish conditions and diseases, it was 

built with the aim of helping farmers and ornamental fish 

enthusiasts to check the health conditions of ornamental fish 

with a better increase in accuracy than using only one model 

independently. Model combination using soft voting 

ensemble learning technique with testing parameters using 

accuracy, recall, precision, and F1-Score.  

Performance assessment [11]  using 3 parameters namely 

precision, recall, and mAP found that the application of 

YOLOv9 has a better value than the previous version 

(YOLOv8) even though it requires more memory. YOLOv9 

has the advantage of completing tasks at high speed[12]. 

https://www.kaggle.com/
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C. RT-DETR 

Similar to YOLO, RT-DETR is a model commonly used 

in object detection. In blurry image detection, RT-DETR is 

one of the solutions that can be used. RT-DETR has higher 

accuracy results compared to YOLOv9 [13]. 

D. Soft Voting Ensemble Learning 

Ensemble Learning is a technique of combining the results 

of multiple detection models, with the aim of improving 

overall accuracy. This approach is done by soft voting. Soft 

voting is the probability of the confidence value for each 

class. Classes that have low confidence values will not be 

displayed and replaced with higher confidence values to 

determine the final prediction value. Theoretically and 

empirically, ensemble learning methods have better 

performance results compared to single learners such as when 

handling cases that have high complexity such as 

classification problems[14]. In ensemble learning the models 

will be executed independently and then the results will be 

combined, allowing the advantages of each model to be 

utilized simultaneously. The Ensemble Learning method can 

increase the power of both models, with the aim of increasing 

the effectiveness and efficiency of the application, this model 

also shows improvement compared to the standalone 

model[15]. 

 

 

 

Figure 2. Illustration of Soft Voting Ensemble Learning 

Based on Figure 2, the process is as follows. First, an input 

image—either captured from a camera or selected from a 

cellphone gallery—is prepared for processing using the 

YOLOv9 and RT-DETR models. The image is then processed 

by both models, a step that takes longer than using a single 

model. Each model generates predictions, identifying 

bounding boxes in the image to classify whether the fish is 

healthy or affected by disease. Once both models have 

produced results, a soft voting process is applied, selecting the 

prediction with the higher confidence value and discarding 

any with lower confidence. Finally, the results of the soft 

voting process are displayed, showing the final prediction for 

the image based on the combined use of both models. 

Our proposed methods involves simultaneously running 

the YOLOv9 and RT-DETR models on input images. The 

predictions from both models are then compared, and the one 

with the highest confidence score is selected as the final 

output. This strategy aims to leverage the complementary 

strengths of the individual models, potentially improving 

overall accuracy and robustness. 

E. Performance Testing 

Performance metrics are used to validate the effectiveness 

of the pre-trained model assessment. Some parameters to 

assess performance include accuracy, precision, recall, and 

F1-Score. Validation of the training data model can be 

assessed with performance metrics from the confusion matrix. 

The confusion matrix table will represent the results based on 

TP (true positive), FP (false positive), TN (true negative), and 

FN (false negative) [16]. 

Accuracy will measure the accuracy of a model in 

classifying correctly. The accuracy calculation formula [17]: 

 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁 
    …….(1) 

 

Precision will measure the accuracy of model predictions 

based on measuring the percentage of correct predictions of 

all predictions made [18].  

 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
    …….(2) 

 

Recall is known as True Positive Rate (TPR). Recall will 

express the rate of correctly classified positive samples. 

Recall is calculated as the ratio between the classification of 

positive samples and all samples assigned to the positive class 

[19]. 

 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
    …….(3) 

 

F1-Score, also known as F-Score and F-Measure, is a 

metric used to evaluate the performance of machine learning 

models. F1-Score Formula [20] : 

 

F1-Score = 
(𝛽2+1)∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝛽2∗(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙)
 , where 𝛃=1 …….(4) 

 

III. RESULTS AND DISCUSSION 

 

This research produces a system architecture of the 

program to be built, data set processing, data annotation, 

and training data to produce model performance metric 

testing to see the comparison between models that stand 

independently with models combined using soft voting 

ensemble learning techniques. 

A. System Architecture 

Based on Figure 3, the process is as follows. The aquarium 

containing ornamental fish serves as the detection object. A 

cell phone captures images through either the camera or 

gallery. By implementing TensorFlow Lite, the cell phone 

camera can detect objects, displaying bounding boxes to 

indicate healthy fish or signs of disease. Images taken from 

the camera or gallery are then sent via an API endpoint to 

Cloud Run, where the image detection process takes place.  

Data 

YOLOv9 

RT-DETR 

Soft Voting  

Esemble Learning 

Final Detection 
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Figure 3. System Architecture 

Cloud Run processes the image using a classification 

engine based on Convolutional Neural Networks to identify 

fish diseases. If YOLOv9 is selected for detection, the image 

is processed with the YOLOv9 training model. If RT-DETR 

is chosen, the RT-DETR model handles the detection. For a 

combined YOLOv9 + RT-DETR detection, the image is 

processed using Ensemble Learning with both models. The 

processed image, now marked with bounding boxes to 

indicate detection results, is finally stored in Cloud Storage 

for access and review. 

B. Data Collection 

The collection of ornamental fish datasets was carried out 

using the help of kaggle (https://www.kaggle.com/), roboflow 

(https://roboflow.com/) as well as from image captures made 

directly by researchers. The initial data results that were 

successfully collected amounted to 32479 images.   

 
Figure 4. Collecting data 

C. Data Preprocessing 

Based on the results of image sorting/elimination, the data 

collected is 1035 data which is divided into 80% training data, 

10% valid data, and 10% testing data. Our dataset consists of 

640x640 images depicting a variety of fish diseases, including 

bacterial, fungal, parasitic, and white tail diseases. Bacterial 

diseases are caused by bacteria, while fungal diseases are 

caused by fungi. Parasitic diseases are caused by external or 

internal parasites, and white tail diseases are characterized by 

damage to the tail fin, often resulting from bacterial or viral 

infections. These diseases can be influenced by factors such 

as water quality and fish health. 

Data division is divided into 3 parts, namely 828 training 

data, 107 valid data, and 100 testing data. The distribution of 

ornamental fish is divided into 5 classes, namely: 

TABLE I 

ORNAMENTAL FISH CLASS DISTRIBUTION 

No  Class Data 

Training 

Data 

Valid 

Data 

Testing 

1 Healthy Fish         467 59 58 

2 Bacterial Diseases 147 19 18 

3 Fungal Diseases      72 10 8 

4 Parasitic Diseases   44 6 5 

5 White Tail Diseases 98 13 11 

Total 828 107 100 

To enhance model robustness, we employed data 

augmentation techniques during dataset creation. By setting 

the brightness value to -25%, we simulated low-light 

conditions, enabling the model to recognize objects in 

challenging lighting environments. Additionally, a blur 

setting of 2.5 pixels was applied to introduce image blur, 

improving the model's ability to handle out-of-focus images. 

Finally, noise was added up to 1.5% of the image size to train 

the model to be more resilient to noise-corrupted images. 

D. Data Annotation 

Labeling is done using roboflow (https://roboflow.com/). 

This process will perform labeling of healthy ornamental fish 

and labeling of ornamental fish diseases. 

 

Figure 5. Annotation Data 

TABEL II 

ORNAMENTAL FISH CLASSIFICATION 

No Class Feature 

1 Healthy 
Fish 

a. Uniform color of fish skin and fins. 
b. No wounds or spots on the fish's body. 

c. Normal fish posture and intact fins. 

2 Bacterial 
Diseases 

a. Open wounds on the fish skin. 
b. Red spots and swelling on the fish's body. 

c. There is a change in color on the fish's 

body. 

3 Fungal 
Diseases 

a. Fungal growth on fish scales 
b. There is a clear white color around the 

infected area. 

4 Parasitic 
Diseases 

a. There is irritation on the fish scales. 
b. There are small black spots. 

5 White 

Tail 

Diseases 

a. Damage to the tail of the fish. 

b. Whitening of the tip of the tail or fins. 

https://roboflow.com/
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E. Training Data YOLOv9 

Based on Figure 6, the metrics can be explained as follows. 

The metrics train/box_loss, train/cls_loss, train/dfl_loss, 

val/box_loss, val/cls_loss, and val/dfl_loss serve as essential 

indicators in the training process by measuring model 

performance progress. 

 

Figure 6. YOLOv9 Training Result 

A downward trend in these curves suggests that the model 

is improving and becoming more accurate. The 

metrics/precision(B) metric assesses the accuracy of the 

model's positive predictions relative to the total number of 

positive predictions. A steadily increasing curve approaching 

a maximum of 1 indicates that the model is producing more 

precise positive predictions as training continues. The 

metrics/recall(B) measures the model’s capability to detect all 

correct instances, with an increasing curve that indicates 

enhanced object detection accuracy. Metrics/mAP50(B) 

represents the mean Average Precision at an IoU threshold of 

0.5, and its steady increase signals that the model is gaining 

accuracy in detecting objects across a wider range. Lastly, 

metrics/mAP50-95(B) calculates the mAP across multiple 

IoU thresholds (from 0.5 to 0.95). This curve approaches 0.7, 

showing improved model performance across varying IoU 

thresholds, signifying robust detection accuracy. 

F. Training Data RT-DETR 

Based on Figure 7, the metrics can be interpreted as 

follows. The metrics train/giou_loss, train/cls_loss, 

train/l1_loss, val/giou_loss, val/cls_loss, and val/l1_loss 

serve as essential indicators throughout the training process, 

measuring the model's progress. 

 

Figure 7. RT-DETR Training Result 

A significant downward trend in these curves suggests 

improvement in the model's accuracy, as it continually learns 

to make better predictions and reduce errors. While minor 

fluctuations are observed at certain points in the validation 

data, this is typical, as validation data tends to be more diverse 

than training data. The metrics/precision(B) metric reflects 

the accuracy of the model's positive predictions relative to the 

total positive predictions, with a steady increase in the curve 

nearing 1, indicating enhanced precision over time. The 

metrics/recall(B) measures the model’s ability to detect all 

relevant examples, with an increase toward 0.9, showing that 

the model is detecting nearly all objects in the dataset. The 

metrics/mAP50(B) metric, which assesses the mean Average 

Precision at a 0.5 IoU threshold, displays high stability, 

indicating consistent accuracy in predictions. Finally, the 

metrics/mAP50-95(B), which averages the mAP across 

multiple IoU thresholds (from 0.5 to 0.95), increases 

gradually to about 0.6, demonstrating reliable model 

performance across varying overlap levels and confirming 

strong overall accuracy. 

G. Result of Testing (Detection and Classification) 

The following are the test results of an android-based 

application called FishDeas with detection using Yolov9, RT-

DETR and YOLOv9 combined RT-DETR. 

 
Figure 8.a Healthy Fishes 

 
Gambar 8.b Disease Fish 

 
Figure 9.a Healthy Fishes 

 
Figure 9.b Disease Fish 
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Figure 10.a Healthy Fishes 

 
Figure 10.b Disease Fish 

 

FishDeas successfully detects healthy fish and disease fish 

as shown in Figure 8.a, 8.b, 9.a, 9.b and 10.a, 10.b. From each 

of these images, there is a confidence value as in table III. 

TABLE III 

COMPARISON OF CONFIDENCE VALUES  

No Model Nilai 

Confidence 

Healthy Fish 

Nilai 

Confidence 

Unhealthy 

Fish 

1 YOLOv9 0.93 ; 0.93 0.90 

2 RT-DETR 0.96 ; 0.94 0.95 

3 YOLOv9+RT-DETR 

(Soft Voting Ensemble 

Learning) 

0.96 ; 0.94 0.95 

The confidence value is a value that shows the model's 

confidence in the detected model. Soft Voting Ensemble 

Learning applied to YOLOv9 + RT-DETR will follow the 

highest value between YOLOv9 and RT-DETR which stands 

independently. In Table III, the highest confidence value of 

healthy fish between the YOLOv9 and RT-DETR models that 

stand independently is in the RT-DETR model, namely 0.96; 

0.94 and the highest confidence value of sick fish is in the RT-

DETR model data, namely 0.95, so the YOLOv9 + RT-DETR 

model will take the RT-DETR value.    

H. Accuracy  

Accuracy is a metric used in modeling that serves to see the 

accuracy of a model used because it is related to classification 

performance. The following will present the calculation of 

accuracy in the YOLOv9, RT-DETR, and YOLOv9 + RT-

DETR models. 

Table IV shows that the use of the YOLOv9 model 

combined with RT-DETR has the highest accuracy results 

compared to the use of the YOLOv9 model and RT-DETR 

standing alone. 

 

 

 

 

 

 

 

TABLE IV 

COMPARISON OF ACCURACY VALUES  

No Model Calculation  Accuracy  

1 YOLOv9 = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁 
 

= 
128+0

128+8+8+0 
 

= 
128

144 
 

0.8889 

 

2 RT-DETR = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁 
 

= 
130+0

130+9+7+0 
 

= 
130

146 
 

0.8904 

3 YOLOv9 + RT-

DETR 
= 

𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁 
 

= 
136+0

136+11+5+0 
 

= 
136

152 
 

0.8947 

I. Model Performance Evaluation 

This section describes the evaluation using performance 

metrics such as Precision, Recall, and F1-Score of YOLOv9, 

RT-DETR and YOLOv9 + RT-DETR which can be seen in 

Table 1. 

1) Precision 

 

Figure 11. Precision Chart YOLOv9 Model 

 

Figure 12. Precission Chart RT-DETR Model 
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Figure 11 and Figure 12 charts show how the difference in 

model precision between YOLOv9 and RT-DETR, overall it 

can be concluded that RT-DETR looks slightly better than 

YOLOv9 judging from the precision values obtained for all 

classes, with different confidence values, namely 0.998 in 

RT-DETR and 0.967 in YOLOv9. 

2) Recall 

 

Figure 13. Recall Precision YOLOv9 Model 

 

Figure 14. Recall Chart RT-DETR Model 

Figure 13 and Figure 14 charts show that RT-DETR has a 

more stable and higher recall performance than YOLOv9, 

with the initial recall reaching 0.94 and maintaining it above 

0.8 for longer. YOLOv9, on the other hand, starts with a recall 

of 0.91 and experiences a faster decline as confidence 

increases. Overall, RT-DETR is superior in maintaining 

performance at low to medium confidence, while YOLOv9 

experiences a faster decline in recall. 

 

 

 

 

3) F1-Score 

 

Figure 15. F1-Score Chart YOLOv9 Model 

 

Figure 16. F1-Score Model RT-DETR Chart 

Figure 15 and Figure 16 show that YOLOv9 has a slightly 

lower F1 score performance than RT-DETR. Both models 

show the same trend of increasing F1 as confidence increases, 

but RT-DETR tends to have a more stable curve and higher 

F1 peak, reflecting better generalization ability. The RT-

DETR model also shows less fluctuation at various 

confidence levels, making it more reliable under more 

variable conditions. 
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4) Confusion Matrix 

 
Figure 17. Confusion Matrix Evalution YOLOv9 Model 

Figures 17 and 18 show lower accuracy in some classes, 

such as Bacterial Diseases (0.74) and Healthy Fish (0.75), 

which use the YOLOv9 model with a higher error rate in 

predicting the background. RT-DETR, on the other hand, 

showed improved accuracy in these classes, such as Bacterial 

Diseases (0.83) and Healthy Fish (0.89), as well as reduced 

error in background prediction. Overall, RT-DETR 

performed better with more accurate predictions on most 

classes than YOLOv9. 

 

Figure 18. Confusion Matrix Evalution RT-DETR Model 

5) Model Evaluation Result 

Model evaluation results include metrics such as mAP 

(mean Average Precision) for standalone YOLOv9 and RT-

DETR models (Table V and Table VI) as well as recall, 

precision, and F1-Score metrics that provide a complete 

picture of the model's ability to detect Ornamental Fish 

Disease objects in YOLOv9, RT-DETR, and YOLOv9+RT-

DETR (Table VII). 

 

 

 

 

 

TABLE V 

RESULT MODEL EVALUATION YOLOV9 

Class 

Name 

Precision Recall mAP50 Accuracy 

Overall Value 

(mAP50) 

Healthy 

Fish 

0.857 0.706 0.774  

 
88.2% Bacterial 

Diseases 
1 0.73 0.844 

Fungal 

Diseases 

0.96 0.844 0.898 

Parasitic 
Diseases 

0.947 0.852 0.897 

White Tail 

Diseases 

1 0.994 0.997 

TABLE VI  

RESULT MODEL EVALUATION RT-DETR 

Class 

Name 

Precision Recall mAP50 Accuracy Overall 

Value (mAP50) 

Healthy 
Fish 

0.882 0.746 0.808  
 

90.32% Bacterial 

Diseases 

0.946 0.761 0.843 

Fungal 
Diseases 

0.958 0.812 0.879 

Parasitic 

Diseases 

0.988 1 0.994 

White Tail 

Diseases 

0.985 1 0.992 

 

Table V and Table VI show the performance calculation of 

each model The RT-DETR model has the highest value in 

precision which states that the model rarely classifies.  

TABLE VII  

RESULT MODEL PERFORMANCE EVALUATION 

No Model Akurasi  Precision Recall F1-Score 

1 YOLOv9 0.8889 0.9412 0.9412    0.9412 

2 RT-DETR 0.8904 0.9353 0.9489    0.9420 

3 YOLOv9 + 

RT-DETR 0.8947 0.9252 0.9645 0.9444 

Table VII provides a performance comparison for each 

model, as follows. The combined model of YOLOv9 and RT-

DETR achieves the highest accuracy, indicating its superior 

effectiveness in detecting and classifying the condition of 

ornamental fish compared to the standalone YOLOv9 and 

RT-DETR models. The YOLOv9 model demonstrates the 

highest precision, suggesting that it seldom misclassifies 

unhealthy fish as healthy, though it may overlook some 

healthy fish detections. In terms of recall, the combination 

model excels, capturing nearly all healthy fish but potentially 

categorizing some unhealthy fish as healthy. Furthermore, the 

combination model also achieves the highest F1-Score, 

reflecting its well-balanced performance in accurately 

detecting all healthy fish while minimizing the 

misclassification of unhealthy fish as healthy. 

We conducted experiments in a controlled environment 

using two aquariums, one with turbid water and the other with 

clear water. Videos, each 28 seconds long, were captured 

using a Samsung A55 smartphone equipped with an Exynos 

1480 processor. The results, as presented in Tables IV and V, 
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demonstrate that the RT-DETR + YOLOv9 model achieved 

promising performance with a confidence value of 0.88 in 

turbid water with a latency of 291 milliseconds. 

TABLE VIII 
TEST RESULT ON TURBID WATER 

Model Start Time 

Detected 

Confident FPS Latency 

YOLOv9 00.01 0.79 0.79 355 

RT-DETR 00.01 0.88 0.4 358 

YOLOv9 + RT-

DETR 

00.02 0.88 1.1 291 

 

In clear water, the RT-DETR + YOLOv9 model achieved 

a confident value 0.78 with a latency of 360 milliseconds. 

TABLE IX 

TEST RESULT ON CLEAR WATER 

Model Start 

Time 

Detected 

Confident FPS Latency 

YOLOv9 00.00 0.77 0.6 355 

RT-DETR 00.02 0.79 0.3 368 

YOLOv9 + RT-DETR 00.02 0.78 0.3 350 

 

IV. CONCLUSION 

This research found that the detection of ornamental fish 

conditions and disease diagnosis is better using the YOLOv9 

model combined with RT-DETR using a soft voting ensemble 

learning technique. The results showed that the accuracy of 

YOLOv9 and RT-DETR combined had the best value of 

0.8947 compared to the standalone YOLOv9 and RT-DETR 

models. Likewise, for the results of the calculation of 

performance metrics on the recall and F1-Score metrics, the 

YOLOv9 model combined with RT-DETR produces better 

values but not statistically significant even though the 

precision metric is still less good than the YOLOv9 model. 

The combination of YOLOv9 and RT-DETR model will be 

better used in the condition of fish in turbid water because it 

produces high FPS value and low latency. 
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