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 Predicting startup success is important because it helps investors, entrepreneurs, and 

stakeholders allocate resources more efficiently, minimize risks, and enhance 

decision-making in an uncertain and competitive environment. Therefore, investors 

need to predict whether a startup will succeed or fail. Investors conduct this 

assessment to determine if a startup is worthy of funding. The company's founders 

mark success here by receiving a sum of money through the Initial Public Offering 

(IPO) or Merger and Acquisition (M&A) process. If the startup closes, we will 

consider it a failure. The data used consists of 923 startup companies in the United 

States. We carried out the classification using four methods: Random Forest, Support 

Vector Machines (SVM), Gradient Boosting, and K-Nearest Neighbor (KNN). We 

then compare the results from the four methods with and without feature selection. 

We determine the feature selection based on the relative importance of each method. 

The results of this study indicate that the Random Forest method with feature 

selection has the best accuracy, precision, recall, and F1 score than the other 

methods, respectively 81.85%, 80.19%, 87.09%, and 83.44%. 
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I. INTRODUCTION 

Startups make a significant impact on a nation's economy. 

Startup enterprises in the economy can foster entrepreneurial 

drive and encourage ongoing competition [1]. Conversely, 

startups have the capacity to generate novel ideas and address 

societal issues. Furthermore, this company's presence has the 

potential to create employment opportunities. Startups are a 

significant subject in economic policy for both developed and 

developing countries. They not only contribute to economic 

improvement but also have a profound effect on creativity and 

technical advancement [2]. 

Startups play a significant role in the economy, but they 

also come with a substantial amount of uncertainty and risk. 

According to [3], 90% of startups experience failure during 

their first year, and less than 40% of the remaining 10% 

manage to survive in the subsequent five years. Furthermore, 

according to [4], a significant 60% of businesses are unable to 

sustain themselves for a period of five years from their 

inception. Additionally, a staggering 75% of startups that 

secure investment ultimately meet with failure. Hence, 

accurately forecasting the viability of startups holds 

significant importance, particularly for investors. Investors 

anticipate a profit in exchange for the capital they invest in 

startups. When a startup fails, it will have a detrimental impact 

on investors. Using this forecast, investors can evaluate the 

viability of providing financial support to a firm.  

Establishing a startup involves developing and introducing 

a novel product or service, which often entails inherent risks 

and uncertainties [5]. Startups often go through three 

fundamental stages in their life cycle: the starting stage, the 

expansion stage, and the maturity stage [6]. During the 

starting stage, a startup is a company with limited resources 

that endeavors to identify market problems, ascertain demand, 

and provide solutions to those problems. During the 

expansion stage, the organization experiences a period of 

rapid growth, with monthly growth rates reaching double 

digits. In the maturity stage, the startup has stabilized and 

undergone evaluation or measurement. 

A starting business must consider uncertainty as a crucial 

factor. [5] assert that startups often face a significant level of 

uncertainty when developing new services or products. 

Startups in the technology industry encounter fierce 

competition and operate within a volatile and unpredictable 
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environment [7]. Hence, effectively handling risk and 

uncertainty holds significant importance in the startup 

business, particularly for companies, investors, and venture 

capital. 

Startup founders, family, friends, angel investors, and 

crowdfunding (fundraising) are common sources of initial 

funding, also known as seed funding. Moreover, one can also 

leverage formal funding sources such as banks, venture 

capital companies, and the government to supplement 

funding. Nevertheless, angel investors are the primary source 

of financing in the startup industry [8]. An angel investor is 

an individual who voluntarily allocates their funds to a startup 

in order to assist in its initial funding. After securing seed 

funding, the company continues to receive funding through 

rounds A, B, and beyond. Venture capital (VC) may provide 

funding to businesses during this phase. A venture capital 

company specializes in investing in entrepreneurs. The initial 

transfer of ownership of the company to external investors 

initiates this round A financing. 

[5] used a machine learning approach to analyze data from 

218,207 companies on Crunchbase from January 2011 to July 

2021 in order to predict the success of startups. The science 

of machine learning explores methods for spotting patterns in 

large datasets and deriving knowledge from them. The four 

primary categories of machine learning are supervised 

learning, unsupervised learning, semi-supervised learning, 

and reinforcement learning [9]. The study [5] exclusively 

used the supervised learning algorithm, conducting the 

learning process based on the value of the objective variable, 

which the predictor variable influences. Consequently, the 

dataset utilized contains identifiers or classes. Logistic 

Regression, Decision Tree, Random Forest, Gradient 

Boosting, SVM, and Naïve Bayes comprise the 

methodologies implemented in the investigation. 

Additionally, the research did not attempt to classify based 

solely on the variable importance derived from each method. 

Next, [10] conducted an additional study that sought to 

predict the success of startups using KNN, Decision Tree, and 

Naïve Bayes. The results of this study were 66.69%, 79.29%, 

and 64.21%, respectively. We utilized 19 out of the 49 

features in the dataset. This investigation implemented data 

preprocessing to mitigate the presence of absent values. 

Furthermore, [11] employed the SVM method to forecast the 

success of a fledgling company by analyzing its acquisition 

status. The hyperplane value Kernel: Linear & C: 1.0 yielded 

an accuracy value of 79.1% in their investigation. 

This study will employ a variety of variables. We select the 

employed variables from a variety of studies available in the 

Kaggle dataset to provide support. Firstly, we consider 

variables that are related to the funding that entrepreneurs 

utilize. A venture's funding status significantly influences its 

success [12]. Early-stage funding (seed funding) can establish 

a foundation for startup growth and further accelerate the 

business. Startups can also use early-stage funding to 

showcase their potential for success [13]. Secondly, previous 

research has shown that the type of investor can influence a 

venture's success. [5] observed that venture capital firms 

possess bargaining power over their portfolios. According to 

[14], the category of investor can significantly influence the 

valuation of a startup. Third, there is prior research that 

utilizes fundamental information about a company to forecast 

the success of a startup in its initial phases. This information 

includes the abilities and skills of the founders [15], the 

characteristics of the team and employees [14], and the 

location of the headquarters [15]. Fourth, we examined 

variables associated with the startup category. Researchers 

have identified industry characteristics as a significant factor 

in the success or failure of startups [16]. In certain sectors, 

startups may generate greater profitability than in others [5]. 

Therefore, a variety of industry characteristics can influence 

the success of startups. 

Although numerous studies [5], [10], and [11] have 

attempted to compare various classification methods, none 

have yet conducted a classification by comparing the 

significance of variables in determining a startup's success in 

each machine learning method. Four critical reasons make 

feature selection essential. Firstly, choose to spare the model 

in order to minimize the number of parameters. Secondly, aim 

to reduce the training duration, alleviate overflow through 

enhanced generalization, and avoid the issue of 

dimensionality. Within the domain of data processing and 

analysis, the dataset can consist of a substantial number of 

factors or features that dictate the suitability and usefulness of 

the data [17]. Furthermore, the difficulty in classification lies 

in the need to include both balanced and imbalanced data [18]. 

Another incentive is to obtain the optimal model with accurate 

predictions and minimal mistakes [19]. Feature selection (FS) 

is the process of reducing the original feature set to a smaller 

subset while retaining the important information while 

rejecting the unnecessary ones [20].  

Here is a summary of the study's key findings: Initially, it 

scrutinizes multiple characteristics to determine the ones that 

are valuable, specifically for the examination of classification 

data. Additionally, the system presents a comparison of 

various machine learning models, including Random Forest 

(RF), Support Vector Machine (SVM), K-Nearest Neighbor 

(KNN), and Gradient Boosting (GB), based on their crucial 

properties. Various models will have distinct capabilities in 

data categorization, which will impact the effectiveness of 

classification. In addition, we utilize the varImp() method for 

feature selection. In addition, our primary focus is on 

evaluating the feature selection application. We provide a 

description, analysis, and ideas for further study. Therefore, 

this investigation aims to improve the accuracy, precision, 

recall, and F1 score of startup success predictions. This is 

achieved by utilizing classification methods such as single 

models (SVM and KNN) and ensemble models (Random 

Forest and Gradient Boosting), while also considering 

variable importance within the context of startup data from 

the United States. Consequently, investors can mitigate the 

risk of losing their investment in a startup by utilizing the 

most effective classification method to foretell its success. 
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II. METHODS 

A. Startup's Success 

The success of a startup is defined as an event that provides 

the company's founders with a substantial sum of money 

through the merger and acquisition (M&A) or initial public 

offering (IPO) procedure. If a company requires closure, it 

will be considered a failure. The success of a start-up is 

typically defined as a two-pronged approach. The company 

has the option of either conducting an IPO by listing its shares 

on a public stock market, thereby enabling its shareholders to 

sell them to the public, or acquiring or merging with another 

company, thereby providing those who have previously 

invested with immediate cash in exchange for their shares. 

People frequently refer to this procedure as an exit strategy 

[21]. 

Corporate restructuring frequently uses M&As. [22]define 

a merger as the process of merging two companies to create a 

single entity, typically under a new name, with the objective 

of enhancing the company's profitability and sales. This 

strategy is more common among non-tech companies of 

comparable size and status. M&A activities are particularly 

crucial for high-tech industries, as they frequently employ 

M&As to acquire cutting-edge technologies or rapidly expand 

their R&D capabilities [23]. An acquisition is a scenario in 

which one organization acquires another, resulting in the 

latter's demise. An acquisition is the process by which one 

organization acquires a dominant interest in another 

organization.  

In order to forecast the performance of a startup, it is 

essential to establish a definition of success. [24] observed 

that the public status of a startup is a critical criterion for 

success and substantially influences the investment decisions 

of a VC firm. [25] used IPOs as a valuable indicator of startup 

success and demonstrated that they are the most significant 

factor in determining VC investments in startups. According 

to [26], an IPO is the most significant criterion for success 

because of its transparency and high availability of 

information. 

As previously stated, an effective initial public offering 

(IPO) indicates that investors in the stock exchange market 

find a company intriguing [15]. A successful initial public 

offering (IPO) is indicative of a company's market presence 

and likelihood of survival. Therefore, we identify an IPO as 

an output variable that signifies a company's prosperity. 

B. Random Forest 

Decision trees employ the Random Forest approach to 

classify data. This approach involves k randomly generated 

trees that are mutually exclusive [27]. The benefits of Random 

Forest are evident in its strong performance and 

straightforward structure. Therefore, we utilize this technique 

for both categorization and prediction. The Random Forest 

algorithm is shown below. 

1. Creating new training sets by randomly selecting 

samples from the existing training set, allowing for 

duplicates (bootstrap). 

2. We construct a tree for each fresh training set, using 

random feature selection at each node and without 

any pruning. We employ the same approach for each 

individual tree when constructing the CART 

(Classification and Regression Tree). 

3. Once we have constructed a substantial number of 

trees, we will forecast fresh data by aggregating the 

outcomes of each tree through majority voting. 

Figure 1 illustrates the Random Forest algorithm. 

 

 
  

Figure 1. Random Forest Algorithm Flowchart [28] 

C. Support Vector Machines (SVM) 

Support Vector Machines (SVM) is a highly effective 

technique for classification and regression tasks [29]. We 

employ a SVM to identify an ideal hyperplane in the crystal 

structure that effectively separates different classes. The SVM 

parameters govern crystal function normalization. [30] assert 

an inverse relationship between the value and the 

normalization intensity. The subfactors enhance the 

classifier's crystal function and the margin of the crystal 

surface. This can lead to the creation of models that accurately 

match the data. Models with high values of C parameters have 

a tendency to correctly categorize all training samples. 

 

Figure 2. Maximum Margin in Hyperplane Determination 
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The kernel concept allows SVM to be applied to nonlinear 

data. There exist three kernel functions: 

 

Kernel Polynomial with degree h  

𝐾(𝑋𝑖 , 𝑋𝑗) = (𝑋𝑖 . 𝑋𝑗 + 1)
ℎ
   (1) 

 

Kernel Gaussian Radial Basis Function 

𝐾(𝑋𝑖 , 𝑋𝑗) = 𝑒|𝑋𝑖−𝑋𝑗|
2/2𝜎2

  (2) 

 

Kernel Sigmoid  

𝐾(𝑋𝑖 , 𝑋𝑗) = tanh(𝑘𝑋𝑖 . 𝑋𝑗 − 𝛿)  (3) 

D. Gradient Boosting 

Gradient Boosting is a machine learning technique that 

constructs a collection of decision trees. Every subsequent 

tree is constructed taking into account the vulnerabilities of 

the preceding tree. Gradient Boosting fundamentally posits 

that merging the subsequent model with the previous one will 

minimize the overall prediction error [31]. 

E. K-Nearest Keigbor (KNN) 

Commonly used for distance-based classification, the K-

Nearest Neighbor (KNN) technique is renowned for its ease 

of implementation and extensive applicability. In this context, 

the Euclidean distance metric is used. The typical steps 

involved in the K-Nearest Neighbors (KNN) algorithm are as 

follows: 

1. Determine the value of the parameter (K) for class 

determination. 

2. Calculate the distance between the new data and 

each point in the dataset. 

3. Select a set of K data points with the shortest 

distance, and then classify the new data point. 

F. Imbalance Data 

The model may exhibit a bias towards classifying instances 

into the majority class due to imbalanced data, which requires 

attention. We can employ various methods to address 

unbalanced data, including adaptive synthetic (ADASYN), 

synthetic minority oversampling technique (SMOTE), and 

majority-weighted minority oversampling technique 

(MWMOTE). However, this study will utilize MWMOTE to 

manage data in the event of imbalance. According to [32], 

MWMOTE is an enhancement of the SMOTE method that 

involves weighting and grouping the synthetic data generated 

for minority data. Moreover, we shall acquire representative 

synthetic data. The outcomes of this procedure can mitigate 

bias and overfitting, resulting in synthetic data that exhibits a 

higher level of accuracy through the clustering process. 

G. K-Fold Cross Validation 

The K-fold cross validation method evaluates a model's 

performance. This approach involves partitioning the dataset 

into two subsets: one for training and the other for testing. In 

this approach, we select the training data in a more organized 

and systematic manner, leading to a clear contrast. Presented 

below is the algorithm for cross-validation. 

1. Partition the data into k subgroups of equal 

magnitude. 

2. Use each subset as testing data, with the remaining 

subsets as training data up to the kth fold. 

3. Next, compute the sum of the k components' 

accuracies and divide the result by k. Consequently, 

we calculate the mean accuracy, which then becomes 

the ultimate precision. 

H. Feature Selection 

Feature selection is the process of removing excessive or 

irrelevant features that are not pertinent to the prediction task 

at hand. Implementing feature selection techniques can 

effectively decrease the computational time required and 

enhance evaluation metrics, such as accuracy. The inclusion 

of irrelevant features in the research will reduce accuracy 

[33]. [34] used the varimp() function to identify the significant 

variables in the model. The study incorporates the wrapper 

technique to pick significant variables, as it does feature 

selection concurrently with the modeling implementation. 

Feature selection is beneficial across various areas, including 

ecology, climate, health, and finance. The evaluation of a 

function's variable and feature importance is contingent upon 

whether the model utilizes information or not. The main 

benefit of employing a model-based approach is its strong 

association with the model's performance and its ability to 

integrate the correlation structure among predictors into the 

relevance calculation. Clearly, the significance is computed. 

Each predictor will have a unique significance variable for 

each class. We then rescale all the significant measurements 

to a maximum value of 100. 

Varimp()'s practical application closely resembles the 

Random Forest method. The experiment utilized the Random 

Forest model from the R package to measure model-specific 

metrics. We record the prediction accuracy for each tree on a 

specific section of the data. After permuting each predictor 

variable, we complete the process. We then calculate the 

difference between the two accuracys as an average across all 

trees, and adjust it by normalizing it with the standard error. 

Next, employ the varimp() function to ascertain the 

significance of each aspect.  

Prior research demonstrating varimp's efficacy and 

efficiency in identifying significant features necessitates the 

exclusion of all features in the dataset. As a result, it will 

impact the duration of processing, perhaps leading to 

improved accuracy and more features associated with higher-

dimensional data. 

I. Model Evaluation 

The metrics utilized in this study encompass accuracy, 

precision, recall, and F1 score, as represented by the following 

equation. We derive the score from the confusion matrix. The 

confusion matrix is a tabular representation that effectively 

describes the performance of a classification model. 
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TABLE I. CONFUSION MATRIX 

 Prediction 

Positive Negative 

Actual Positive True 

Positive 

(TP) 

 

False 

Negative 

(FN) 

 

Negative False 

Positive 

(FP) 

True 

Negative 

(TN) 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
   (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (6) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (7) 

 

Accuracy is a metric that quantifies the degree to which a 

model makes valid predictions. We determine accuracy by 

dividing the count of accurately classified observations by the 

total count of data. Precision gauges the precision of 

accurately forecasting positive data from all projected 

positive data. Recall, or sensitivity, quantifies the accuracy of 

properly predicting positive data among the actual positive 

data. The F1 Score is used to measure the weighted average 

of precision and recall. When there is a significant disparity 

or distance between the number of false positives and false 

negatives in the analyzed data, the F1 score performs most 

effectively. If the false positive and false negative values are 

about equal (symmetric), then accuracy is a more suitable 

metric for evaluating the model. 

J. Data  

We obtained the data for this investigation from the 

Kaggle website. The startup success prediction dataset 

comprises 923 observations of enterprises in the United States 

from 2005 to 2012. This dataset comprises 49 features, with 

48 features serving as attributes and one feature serving as a 

class or label (acquired/closed). 

In this study, the selection of variables is based on a 

review of previous literature and adjusted to the available 

dataset. There are several categorical variables used in this 

study, namely Is_CA (Is the startup company in California?), 

Is_NY (Is the startup company in New York?), Is_MA (Is the 

startup company in Massachusetts?), Is_TX (Is the startup 

company in Texas?), is_otherstate, Category_code (Category 

of the field that the startup is engaged in), is_software, 

Is_web, Is_mobile, Is_enterprise, Is_advertising, 

Is_gamesvideo, Is_commerce, Is_biotech, Is_consulting, 

Is_othercategory, Has_VC (has venture capital), Has_angel 

(has angel investors), Has_roundA, Has_roundB, 

Has_roundC, Has_roundD, and Is_top500. In addition, there 

are also several numeric variables used in the study including 

Latitude, Longitude, Age_first_funding_year, 

Age_last_funding_year, Relationships, Funding_rounds, 

Funding_total_usd, Milestones, and Avg_participants. We 

will use these variables to predict startup success 

(acquired/closed). 

K.  Analysis Steps 

The first step in the analysis involves data preparation and 

variable selection, which is based on the findings of the 

literature review. Next, we conduct data preprocessing, which 

includes tasks like data transformation and rectifying 

anomalous results. Apply the appropriate classification 

modeling approach before proceeding to the modeling stage. 

This study involved two rounds of modeling. The first stage 

utilized the variables specified at the beginning, based on the 

literature review. The second stage utilized only the 

significant factors determined by each respective approach. 

Moreover, we conducted a comprehensive assessment to 

determine the efficacy of the employed methodology. 

 

 

Figure 3. Research Flow Chart 

 

This study employed machine learning models such as 

Support Vector Machines (SVM), K-Nearest Neighbors 

(KNN), Random Forests, and Gradient Boosting. Prior 

research by [35], which forecasts the success of startups, 

informs the choice of these strategies based on their respective 

benefits. Furthermore, [36] conducted a study that employed 

various machine learning approaches, such as K-Nearest 

Neighbor (KNN) and SVM, to predict the performance of 
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startups. The research involved surveying 265 information 

and communication technology (ICT) enterprises in 

Australia. Furthermore, they employed the machine learning 

decision tree technique alongside these methodologies. The 

study excluded decision trees due to the superior 

classification performance of the Random Forest method. 

Random Forest (RF) is an ensemble classifier model that 

learns from decision tree models (DT) and outperforms them. 

Errors in the middle of the process do not affect RF, unlike 

DT, as it does not propagate them to subsequent steps. 

 

III. RESULT AND DISCUSSION 

A. Data Preprocessing 

The initial phase involves examining the current data 

structure. Modify the inappropriate data type to make it 

suitable. Additionally, we conduct a descriptive analysis to 

spot patterns in the data and pinpoint any anomalous entries. 

Figure 4 shows that investors initially funded the majority of 

businesses between the ages of 0 and 2. Furthermore, we 

discovered an inconceivably negative age. We will address 

this issue later during the data preparation phase. Examining 

the distribution of acquired and closed startups reveals 

virtually no difference in their initial funding age, irrespective 

of acquisition or closure. 

Figure 5 shows that the venture was primarily 3-4 years old 

when investors last funded it. Furthermore, we discovered an 

inconceivably negative age. We will address it later during the 

data preparation phase. The distribution of acquired and 

closed enterprises reveals that the latter were smaller in age at 

the time of their most recent funding than the former. This 

implies that the startups that failed (closed) were relatively 

young at the time of their last funding, or it could also indicate 

that no investors were considering funding them for an 

extended period. 

Figure 6 shows a skewed distribution of relationships to the 

right. This suggests that startups are exceedingly numerous, 

while businesses with many relationships are exceedingly 

scarce. Both acquired and closed startups exhibit an identical 

distribution of relationships, both skewed to the right. 

However, some startups with the closed label have fewer 

relationships compared to those with the acquired label. The 

total funding (USD) is significantly right-skewed, as 

evidenced by Figure 7. The startup's total funding ranges from 

a minimum of 11,000 USD to a maximum of 57,000,000,000 

USD, resulting in an average of 2,542,000 USD. 

 

 

 

Figure 4. Distribution of the variable age_first_funding _year according to 

startup status (acquired/closed) 

 

 

Figure 5. Distribution of the variable age_first_funding _year according to 
startup status (acquired/closed) 

 

 

Figure 6. Distribution of relationships variables by startup status 

(acquired/closed) 
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Figure 7. Distribution of funding_total_usd variable by startup status 
(acquired/closed) 

 

The dataset used did not contain any missing entries. The 

descriptive analysis revealed anomalous entries, specifically 

negative values in the variables age_first_funding_year and 

age_last_funding_year. Consequently, the researcher will 

rectify this unusual result using the K-Nearest Neighbor 

(KNN) algorithm by replacing missing values with negative 

values and then imputing. 

In 46 instances, the variable age_first_funding_year has a 

negative value. There are 13 records with a negative value for 

the age_last_funding_year variable. After the imputation 

process, the variable no longer contains any negative entries. 

Examining the dataset by state (acquired/closed) revealed 

imbalance. Consequently, it requires proper management. 

 

 

Figure 8. Plot number of observations by status 

 

Figure 8 clearly shows that it is not proportionate. The 

imbalance ratio is 0.546. There are 597 companies with 

acquired status and 326 companies with closed status among 

the 923 companies in the data. The researcher employs the 

MWMOTE technique to manage imbalance data, achieving a 

ratio of 0.90. Figure 8 illustrates the number of observations 

after processing. 

 

 

Figure 9. Plot of the number of observations by status after handling data 

imbalance using MWMOTE 

B. Model Evaluation 

. Table II shows the comparative evaluation of the models. 

TABLE II. COMPARISON OF MODEL EVALUATION 

Model  Accuracy Precision Recall 
F1 

Score 

Random 

Forest 
0.811 0.799 0.859 0.827 

SVM  0.789 0.775 0.846 0.808 

Gradient 

Boosting  
0.801 0.799 0.832 0.814 

KNN 0.599 0.615 0.643 0.627 

 

In terms of accuracy, precision, recall, and F1 score values, 

Table II shows that the Random Forest algorithm model does 

better than the SVM, Gradient Boosting, and KNN models. 

[37] confirms the effectiveness of the Random Forest 

approach. Table II reveals that the accuracy and precision 

values between the Random Forest and Gradient Boosting 

approaches exhibit minimal disparity. Afterwards, we found 

that the KNN approach outperforms other methods in terms 

of accuracy, precision, recall, and F1 score. 

C. Variable Importance 

Each method employed in the categorization process yields 

significant variables. The relevance variable quantifies the 

importance of a predictor variable in the categorization 

process. The significance score reveals this. A higher score 

indicates a greater significance of the predictor variable. 

Figures 10, 11, 12, and 13 display the variable important 

scores for classifying startup success using the Random 

Forest, SVM, Gradient Boosting, and KNN approaches. We 

derive the importance scores sequentially, starting from the 

highest and moving towards the lowest. 
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Figure 10. Plot the importance of the variable by its score using the Random 

Forest Method. 

 

 

Figure 11. Plot the importance of the variable by its score using the SVM 

Method. 

 

 

Figure 12. Plot the importance of the variable by its score using the 

Gradient Boosting Method. 

 

Figure 13. Plot the importance of the variable by its score using the KNN 

Method. 

 

TABLE III. VARIABLES WITH HIGH IMPORTANTT SCORES IN THE RANDOM 

FOREST METHOD 

Variables Important Scores 

relationships 100.000 

funding_total_usd 39.000 

is_top500 35.248 

longitude 33.725 

age_last_funding_year 32.089 

age_first_funding_year 30.582 

milestones 29.567 

latitude 28.108 

avg_participants 24.235 

funding_rounds 21.869 

category_code 20.126 

 

Table III displays the variable importance in the Random 

Forest approach, arranged in descending order based on their 

importance scores. The variable is_othercategory has a 

significantly different relevance score compared to the 

category_code, which is 3.859. Therefore, we do not consider 

this variable to be important. 

TABLE IV. VARIABEL DENGAN SKOR IMPORTANT TINGGI PADA METODE 

SVM RBF 

Variables Important Scores 

relationships 100.000 

milestones 66.038 

is_top500 61.511 

funding_rounds 58.436 

funding_total_usd 58.270 

has_roundB 46.644 

has_roundA 44.833 

avg_participants 39.484 

age_last_funding_year 34.279 

has_roundC 33.206 

is_CA 29.193 
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Table IV displays the variable importance in the SVM RBF 

approach, ordered in descending order based on their 

importance scores. The variable has_roundD has a 

significantly different importance score compared to the 

variable is_CA, which is only 18.537. Therefore, we do not 

consider the variable has_roundD to be important. 

TABLE V. VARIABLES WITH HIGH IMPORTANTT SCORES IN THE GRADIENT 

BOOSTING METHOD 

Variables Important Scores 

relationships 100.000 

funding_total_usd 43.556 

milestones 35.748 

longitude 34.660 

latitude 34.446 

age_last_funding_year 32.696 

age_first_funding_year 31.575 

is_top500 27.523 

avg_participants 25.356 

funding_rounds 24.336 

category_code 14.998 

 

Table V displays the variable importance in the Gradient 

Boosting approach, ranked by the highest important score. 

The variable has_roundC has a significantly different 

relevance score compared to the variable category_code, 

which is 6.868. Therefore, we do not consider the variable 

has_roundC to be important. 

TABLE VI. VARIABLES WITH HIGH IMPORTANTT SCORES IN THE KNN 

METHOD 

Variables Important Scores 

Relationships 100.000 

Milestones 66.038 

is_top500 61.511 

funding_rounds 58.436 

funding_total_usd 58.270 

has_roundB 46.644 

has_roundA 44.833 

avg_participants 39.484 

age_last_funding_year 34.279 

has_roundC 33.206 

is_CA 29.193 

 

Table VI displays the KNN approach's variable 

importance, arranged in descending order based on their 

importance scores. The variable has_roundD has a relatively 

low relevance score of 18.537 when compared to the variable 

is_CA. Employing SVM with a radial basis function (RBF) 

kernel yields an identical outcome.  

From this, it is evident that the classification of startup 

success is influenced by relationship variables and funding-

related variables. This implies that the model predicting the 

success of a fledgling company heavily relies on these 

variables. One of the critical factors that determines the 

success of a startup is the number of primary business 

relationships or partnerships that a startup has. This is due to 

the fact that consumers are more likely to regard a startup as 

trustworthy and necessary as it establishes more business 

relationships. Prior research [38] has demonstrated that a 

startup's popularity, attractiveness, and exposure to 

consumers influence its success. 

[3] have identified the status of funding as a critical factor 

in the success of startups. In particular, early-stage funding 

can serve as the foundation for the expansion of a startup, 

thereby accelerating its growth. Additionally, startups may 

utilize early-stage funding to exhibit their potential for 

success [13]. Funding status can serve as an effective 

predictor of success, as the majority of startups receive 

funding from venture capital firms and other sources [12]. 

D. Evaluation of the Variable Importance Model 

We present the subsequent outcomes of the model 

evaluation based solely on the variable importance, following 

the used methodology. 

TABLE VII. COMPARISON OF MODEL EVALUATION AFTER SELECTION 

FEATURES USING VARIABLE IMPORTANCE 

Model  Accuracy Precision Recall 
F1 

Score 

Random 

Forest 
0.818 0.802 0.871 0.834 

SVM  0.750 0.731 0.831 0.777 

Gradient 

Boosting  
0.796 0.798 0.822 0.809 

KNN 0.606 0.617 0.674 0.642 

 

The accuracy, precision, recall, and F1 score values 

produced by the Random Forest and KNN approaches rose 

after picking features based solely on variable importance. In 

contrast, the SVM and Gradient Boosting approaches showed 

a drop in performance when the classification solely relied on 

essential variables. [39] conducted research that elucidates 

this phenomenon. They found that reducing the number of 

features and using the Support Vector Machine (SVM) 

method can lead to a decrease in accuracy. This is because, 

although the features may have a minimal impact on the 

classification model, using a non-probabilistic algorithm like 

SVM significantly affects the overall accuracy. 

Based on the performance evaluation results in our studies, 

it is evident that Random Forest is the superior classifier. The 

reason for this is that Random Forest utilizes the prediction 

outcomes of several decision trees through majority voting, 

resulting in more precise predictions. The K-Nearest 

Neighbors (KNN) method offers the advantage of low 

temporal complexity, enabling it to categorize data quickly in 

comparison to other machine learning methods. Nevertheless, 

it fails to take into account the minority class and the weight 

of data points, potentially leading to a decrease in accuracy 

for datasets with a high level of noise [40]. 

Moreover, the SVM model exhibits benefits when the data 

is inherently non-linear. We can employ SVM for non-linear 
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classification scenarios by utilizing kernels such as the Radial 

Basis Function (RBF). Support Vector Machines (SVM) can 

be a valuable tool for predicting the success of startups when 

there is data irregularity, such as when the data is not evenly 

distributed or its distribution is uncertain [41]. Nevertheless, 

Support Vector Machine (SVM) exhibits reduced efficacy 

when confronted with noisy data because of its susceptibility 

to outliers and noise within the dataset. These factors may 

disrupt the hyperplane's positioning, resulting in decreased 

model accuracy. 

Additionally, the versatility of Gradient Boosting allows 

for its application with various loss functions, providing great 

flexibility in addressing diverse classification challenges. 

Gradient Boosting is prone to overfitting if the parameters, 

particularly the number of trees and learning rate, are not 

appropriately configured. Gradient Boosting is prone to 

overfitting, particularly when used to small or noisy datasets 

[42]. 

 

IV. CONCLUSION 

We can infer from the conducted analysis and discussions 

that the Random Forest approach outperforms the SVM, 

Gradient Boosting, and KNN methods in terms of accuracy, 

precision, recall, and F1 score. However, not all strategies 

used after feature selection result in improved model 

evaluations. These methods only consider variables that are 

believed to be relevant and have a high variable relevance 

score. 

According to the research, investors who want to predict 

the success or failure of startups should take into account key 

elements that are believed to have an impact on their success. 

These variables include relationships and factors associated 

with startup funding. The appropriate classification method 

for forecasting startup success is Random Forest. Both 

comparison and reduction methods can perform feature 

selection, especially when dealing with a large number of 

features. Recommendations for future research include 

augmenting the dataset by incorporating more data sources to 

enhance the training data. 

In the future, we intend to develop a distinct data set or data 

repository to ascertain the comparability of the results when 

applied to various datasets. This study, as previously 

indicated, employs data from startup companies in the United 

States. Consequently, there may be modifications necessary 

when the data is applied to other countries, such as the 

location variable (categorical) of startup companies. The 

location of a venture will influence its success. 
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