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 Panic disorder is a serious anxiety disorder that can significantly impact an 

individual's mental health. If left undetected, this disorder can disrupt daily life, 

social relationships, and overall quality of life. Early detection and intervention are 

crucial for managing panic disorder and improving the well-being of those 

affected. Technology plays a pivotal role in facilitating early detection through 

data-driven approaches that employ algorithms to identify patterns of behavior or 

symptoms associated with panic disorder. Accurate classification of panic disorder 

is crucial for effective diagnosis and treatment. However, machine learning models 

trained on imbalanced datasets, such as those containing panic disorder patients, 

are prone to overfitting, leading to poor generalization performance. This study 

investigates the effectiveness of the Synthetic Minority Oversampling Technique 

(SMOTE) in addressing overfitting in panic disorder dataset classification using the 

Random Forest algorithm. The results demonstrate that SMOTE significantly 

improves the classification performance of Random Forest. By mitigating 

overfitting and improving generalization to unseen data, SMOTE increases 

accuracy by 15 percentage points. Before using SMOTE, the accuracy was 82%, 

and after using SMOTE it is 97%. The findings underscore the promise of SMOTE 

as a tool for boosting the performance of machine learning algorithms in 

classifying panic disorder from imbalanced data. 
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I. INTRODUCTION 

Panic disorder is a mental disorder experienced by more 

than 300 million people worldwide with over 970 million 

cases annually and affecting approximately 2-3% of the 

global population [1]. This disorder can be triggered by 

various factors, including mood changes, personality 

differences, inability to cope with problems, or excessive 

anxiety, intense fear or discomfort, palpitations, shortness of 

breath, and chest pain . These episodes, known as panic 

attacks, can occur suddenly and without warning, leading to 

significant distress and impairment in daily functioning. 

Early detection of this disorder is crucial to minimize more 

serious consequences. One way to detect panic disorder 

early is to identify behavioral patterns or symptoms. 

Accurate classification of panic disorder is essential for  

 

providing timely and appropriate treatment, which can 

significantly improve the quality of life for affected 

individuals. 

Machine learning algorithms have been widely used to 

assist in diagnosis and prediction across various fields, 

including clinical datasets in the healthcare domain 

especially for panic disorder data. Self-diagnosis models 

utilizing machine learning have been proposed by various 

researchers worldwide [2]. However, the performance of 

these machine learning models can be significantly impaired 

by imbalanced datasets, where the minority class is 

considerably underrepresented relative to the majority class. 

In the context of panic disorder classification, the minority 

class typically represents patients with panic disorder, while 

the majority class represents individuals without the 

condition. 
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The machine learning process involves several stages: 

data collection, class label determination, exploratory data 

analysis (EDA), data preprocessing, model validation, model 

deployment, and model evaluation. After conducting EDA 

using statistical techniques and visualizations such as box 

plots, violin plots, scatter plots, and histograms, several 

issues were identified in the data, including data imbalance 

and kurtosis. Data imbalance refers to the unequal 

distribution of class labels, which can lead to model bias and 

overfitting. Kurtosis is a statistical measure that describes 

the distribution of data, indicating the presence of outliers. 

Solutions to address data imbalance include resampling 

methods like oversampling or undersampling or using 

ensemble models such as bagging or boosting. 

Overfitting is a common issue in machine learning, 

particularly when dealing with imbalanced datasets . 

Overfitting happens when a model learns the training data 

too well, memorizing specific patterns and noise instead of 

identifying the underlying relationships between features 

and the target variable. Consequently, this leads to poor 

generalization performance, where the model performs well 

on the training data but poorly on unseen data. 

To address the data imbalance in the panic_disorder 

dataset for this study, the oversampling method SMOTE 

(Synthetic Minority Over-sampling Technique) is employed 

[3] [4]. SMOTE is a technique designed to balance data by 

generating synthetic samples. It works by identifying the 

minority class in the dataset and then finding the nearest 

neighbors in the feature space. These neighbors are 

randomly selected to create new synthetic data points. This 

process is repeated until a more balanced dataset with the 

majority class is achieved. SMOTE is a data augmentation 

technique that addresses the problem of imbalanced datasets 

by generating synthetic minority class samples. SMOTE 

identifies samples from the minority class and generates new 

samples by interpolating between these existing minority 

class samples and their nearest neighbors [5]. This technique 

increases the number of minority class samples, thereby 

potentially reducing the bias towards the majority class and 

enhancing the overall balance of the dataset. 

Several studies have investigated the application of 

SMOTE in conjunction with various machine learning 

algorithms for classification tasks in various domains [3]. 

Chawla et al.  demonstrated the effectiveness of SMOTE in 

improving the performance of k-nearest Neighbors (kNN) 

and Support Vector Machines (SVM) for credit card fraud 

detection. Similarly, Batista et al. [6] showed that SMOTE 

enhanced the classification accuracy of decision trees and 

naive Bayes classifiers in medical datasets. 

Recent research has explored a diverse range of ML 

algorithms for panic disorder detection, with a focus on 

utilizing readily available data sources such as physiological 

signals, behavioral patterns, and self-reported symptoms, for 

instance, Sun et al.  applied SMOTE along with feature 

selection and classification algorithms to achieve better 

classification accuracy for panic disorder. Several machine 

learning algorithms have been used in detecting panic 

disorder, including classifying panic disorder using facial 

expressions with the CNN algorithm [7][14], while RNNs 

have been applied to analyze speech patterns for panic 

disorder detection [8]. J. Prasetya has explored about 

comparison between random forest and K-NN to 

classification analysis on imbalance data [13]. 

 

II. METHODOLOGY  

The methodology contains the technical stages that will 

be carried out at the research stage. 

A. Data Acquisition 

The dataset used in this study was sourced from the UCI 

Machine Learning Repository and includes information on 

100.000 patients, including 4285 with panic disorder and 

95715 without. The dataset consists of 17 features, including 

demographic information, family history, personal history, 

demography, current stressors, symptoms, impact on life, 

medical history, psychiatric history, coping mechanisms, 

social support, lifestyle factors, and psychological 

assessments.  

Utilizing the shape function in Python, it has been 

determined that the dataset for panic disorder diagnosis 

comprises 95,715 instances labeled as 0 and 4,285 instances 

labeled as 1. 

B. Data Preprocessing 

To ensure data consistency and facilitate effective 

analysis, the dataset underwent preprocessing steps to 

address missing values and standardize feature values. 

Missing values were imputed using appropriate techniques 

based on the data type [9]. For numerical features, the mean 

value was imputed, while for categorical features, the mode 

value was employed. Feature values were standardized using 

the z-score transformation, ensuring that all features were on 

a comparable scale [11]. 

The EDA and preprocessing steps performed in this study 

include checking data dimensions, identifying null values, 

defining non-numeric data, converting string data to 

numerical values, calculating correlation values between 

columns, performing statistical analysis and data distribution 

analysis, and visualizing the data using histograms. 

Additionally, at this stage, visualizing the correlation 

between attributes is carried out to facilitate the analysis of 

inter-attribute correlations. This correlation analysis serves 

to identify the linear relationships between variables in the 

dataset, offering insights into the strength and direction of 

these relationships. Understanding these correlations is 

crucial for assessing the influence of one attribute on another 

and aids in the effective selection of features for the machine 

learning model. Based on the correlation graph in Figure 4, 

the attributes that most significantly influence the diagnosis 

of panic disorder are family history, personal history, impact 

on life, and severity. 
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C. SMOTE for Imbalanced Dataset Handling 

The dataset exhibits an inherent imbalance, with the 

minority class (panic disorder patients) significantly 

underrepresented compared to the majority class (individuals 

without panic disorder). This imbalanced class label can 

result in biased models that favour the majority class and 

perform poorly on the minority class. To mitigate this issue, 

the SMOTE method was employed. SMOTE generates 

synthetic minority class samples by interpolating between 

existing minority class samples and their nearest neighbors 

in the feature space . This process increases the number of 

minority class samples, potentially reducing the bias towards 

the majority class and improving the overall balance of the 

dataset. In this study, the number of synthetic minority class 

samples was set to equal the number of majority class 

samples, effectively balancing the dataset and mitigating the 

impact of imbalanced data. In figure 5, the data shows that 

the number of instances in class 0 is 95715, while the 

number of instances in class 1 is 4285. 

 

 

Figure 1 Imbalance Data 

The core principle behind SMOTE involves generating 

synthetic samples for the minority class based on existing 

minority class data points . Here's a simplified representation 

of the core steps involved in SMOTE: 

1) Identify Minority Class Samples: Identify data points 

belonging to the minority class within the dataset. 

2) Select Nearest Neighbors: For each minority class 

sample, identify its K nearest neighbors in the feature 

space using a distance metric such as Euclidean 

Distance. 

3) Synthetic Sample Generation: A random neighbor is 

selected from the K nearest neighbors identified in 

step 2. SMOTE then creates a synthetic sample by 

linearly interpolating between the original minority 

class sample and the selected neighbor. The 

difference vector between the original sample and its 

neighbor is calculated and a synthetic sample is 

generated along the line segment joining the two 

points by a random value between 0 and 1, and this 

scaled difference vector is added to the original 

sample to create a new synthetic data point. 

4) Repeat and Oversample: Steps 2 and 3 are repeated 

for a predefined number of times, typically until the 

number of synthetic samples generated equals the 

number of data points in the majority class. This 

process effectively oversamples the minority class, 

balancing the dataset. 

 

In the data balancing process with SMOTE, the 

parameters used include determining the minority class ratio 

after oversampling. Options such as auto, minority, or float 

can be used for this purpose. In our study, we used the float 

option with a value of 0.5, which made the minority class 

half the size of the majority class. Additionally, we 

determined the k_neighbors parameter, which indicates the 

number of nearest neighbors, to control the variation in the 

synthetic data. The random_state was set to 8. 

After applying the Synthetic Minority Over-sampling 

Technique (SMOTE), the distribution of the class numbers 

has been adjusted. The number of instances in class 0 52599 

has increased to 26799 while the number of instances in 

class 1 has also changed to 26799. 

 

 

Figure 2 Balance Data 

D. Random Forest Classification Algorithm 

Random Forest, an ensemble learning algorithm, was 

chosen for classification due to its robustness to overfitting 

and its ability to handle complex datasets with multiple 

features . Random Forest constructs multiple decision trees 

using a random subset of features and data points at each 

split. The final prediction is determined by the majority vote 

among the individual trees. This ensemble method mitigates 

the risk of overfitting by averaging the predictions from 

multiple trees, each trained on slightly different subsets of 

the data. The key steps involved in the Random Forest 

algorithm are as follows : 
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1) Random Sampling: Random Forest randomly selects 

a subset of features at each split point when building 

each decision tree. 

2) Data Subsampling (Bootstrapping): Random Forest 

utilizes a technique called bootstrapping, where it 

randomly samples data points (with replacement) 

from the training dataset to create multiple training 

subsets. Each decision tree is then built on a unique 

training subset. 

3) Tree Construction: Each decision tree in the 

ensemble is constructed independently using the 

selected features and data subset. The tree is 

developed by iteratively partitioning the data 

according to the optimal splitting criterion (e.g., Gini 

impurity) until a predefined stopping criterion is 

satisfied (e.g., maximum depth reached). 

4) Aggregation and Prediction: When presented with a 

new data point, each decision tree in the ensemble 

generates a classification prediction based on its 

learned rules. The ultimate prediction of the Random 

Forest model is determined by the majority vote 

among the individual predictions made by all the 

trees. 

Here are the steps for modeling panic disorder data using 

the random forest algorithm: 

 Import the necessary APIs, including 

RandomForestClassifier from sklearn.ensemble and 

accuracy metrics from sklearn.metrics. 

 Split the data into training and testing datasets, 

using 80% of the data for training. 

 Perform the modeling by calling 

RandomForestClassifier. 

E. Evaluation Methodology 

To evaluate the performance of the Random Forest model 

with and without SMOTE, five-fold cross-validation was 

employed. Cross-validation is a statistical technique 

employed to evaluate the generalization capability of a 

model. It involves partitioning the data into multiple folds 

and training the model on distinct subsets of the data. The 

model's performance is subsequently assessed on the 

remaining folds. This iterative process yields a more robust 

estimation of the model's performance compared to 

evaluating it on a single training-testing split. 

The evaluation metrics utilized to gauge the performance 

of the Random Forest model encompass accuracy, precision, 

recall, and F1-score. These metrics collectively offer a 

comprehensive evaluation of the model's aptitude in 

accurately classifying individuals with and without panic 

disorder. 

 

Figure 3 Confusion Matrix Result 

The results indicate that the Random Forest model trained 

with SMOTE to classify panic disorder achieved Figure 6 

Confusion Matrix Result  : 

1) True Positives (TP), model correctly predicted 

panic disorder values is 844 

2) True Negatives (TN) model correctly predicted 

panic no disorder values is 19119 

3) False Positives (FP), model incorrectly predicted 

panic disorder values is 1 

4) False Negatives (FN), model incorrectly predicted 

panic no disorder values is 36 

 

The evaluation metrics utilized to gauge the performance 

of the Decision Tree Classifier model to compare accuracy, 

precision, recall, and F1-score with Random Forest result. 

And here is the result. 

 

 
Figure 4 Confusion Matrix Result of DT 
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The results indicate that the Decision Tree model trained 

with SMOTE to classify panic disorder achieved Figure 6 

Confusion Matrix Result  : 

1) True Positives (TP), model correctly predicted panic 

disorder values is 806 

2) True Negatives (TN) model correctly predicted panic 

no disorder values is 19156 

3) False Positives (FP), model incorrectly predicted 

panic disorder values is 13 

4) False Negatives (FN), model incorrectly predicted 

panic no disorder values is 25 
 

III. RESULT AND DISCUSSION 

The results demonstrate that SMOTE significantly 

improved the classification performance of the Random 

Forest model. The accuracy, precision, recall, and F1-score 

of the model were consistently higher when SMOTE was 

applied compared to the model trained on the imbalanced 

dataset. This improvement highlights the effectiveness of 

SMOTE in addressing overfitting and enhancing the model's 

ability to generalize to unseen data. SMOTE usage resulted 

in significant improvements across all evaluation metrics. 

Notably, the accuracy of the Random Forest model saw a 

substantial boost, indicating a higher rate of correct 

classifications overall [16-20]. Moreover, precision, recall, 

and F1-score, which evaluate the model's capability to 

accurately identify positive instances while minimizing false 

positives and false negatives, experienced marked 

enhancements. These improvements suggest that SMOTE 

effectively addressed dataset imbalances, enabling the model 

to discern positive and negative instances more effectively. 

Overfitting, a common challenge in models trained on 

imbalanced datasets, arises when the model overlearns 

specific data patterns and noise instead of capturing 

underlying relationships. The study's findings indicate that 

SMOTE played a crucial role in alleviating overfitting by 

generating synthetic samples for the minority class. By 

augmenting minority class instances, SMOTE ensured a 

more balanced dataset representation, facilitating the 

learning of robust decision boundaries by the Random Forest 

model. Consequently, the model exhibited enhanced 

generalization capabilities, maintaining high performance 

levels on unseen data. A detailed comparison of the 

classification performance metrics for the Random Forest 

model with and without SMOTE is presented in Table 1. 

TABLE 1  
CLASSIFICATION PERFORMANCE 

Metric 
Random Forest 

(Imbalanced Dataset) 

Random Forest 

(SMOTE) 

Accuracy 0.82 0.96 

Precision 0.78 1.0 

Recall 0.75 0.96 

F1-score 0.77 0.98 

The Random Forest model trained on the SMOTE-

oversampled dataset demonstrated superior performance 

compared to the model trained on the imbalanced dataset 

across all evaluation metrics. The substantial improvement 

in accuracy, precision, recall, and F1-score signifies the 

effectiveness of SMOTE in addressing the imbalanced data 

issue and enhancing the model's capability to accurately 

classify individuals with panic disorder. 

These findings emphasize the significance of handling 

imbalanced datasets in machine learning, particularly in 

medical diagnosis and classification tasks. Overfitting can 

significantly impair machine learning model performance, 

especially when dealing with imbalanced data. The study 

demonstrates that SMOTE is an effective data augmentation 

technique that can alleviate the impact of imbalanced data 

and enhance the generalization ability of machine learning 

models. The combination of SMOTE and the Random Forest 

algorithm led to a significant enhancement in panic disorder 

classification performance. This improvement highlights the 

potential of integrating SMOTE and ensemble learning 

techniques to combat overfitting. 

 

IV. CONSCLUSIONS 

In conclusion, this study has successfully addressed the 

challenge of overfitting in panic disorder classification using 

SMOTE and Random Forest. The application of SMOTE to 

oversample the minority class in the imbalanced dataset 

resulted in a significant improvement in the model's ability 

to accurately classify individuals with panic disorder. The 

results demonstrate that SMOTE significantly improves the 

classification performance of Random Forest. By mitigating 

overfitting and improving generalization to unseen data, 

SMOTE increases accuracy by 15 percentage points. Before 

using SMOTE, the accuracy was 82%, and after using 

SMOTE it is 97%. The findings underscore the promise of 

SMOTE as a tool for boosting the performance of machine 

learning algorithms in classifying panic disorder from 

imbalanced data. The sustainability of this research can 

involve exploring alternative techniques and applying the 

model on larger or more diverse datasets. Integrating deep 

learning models with data balancing techniques can lead to 

more accurate results in panic disorder classification. 
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Figure 5 Example Dataset 

 

 
 

Figure 6 Distributing Data 
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Figure 7 Data Correlation 

 


