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 Twitter is one of the social media that has the largest users in the world. Indonesia is 

one of the countries that has the 5th largest number of Twitter users in the world 

which causes a high possibility of conflict between Indonesian Twitter users due to 

emotional tension in tweets. In this paper, we will compare the BERT embedding 

method with CNN and LSTM. The results of this experiment are BERT-CNN has 

the best performance results which has an accuracy of 61% compared to BERT-

LSTM. In the experiment several stages of data preprocessing, data cleaning, data 

spiting and data training were carried out and the results were evaluated using 

confusion metrics. 
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I. INTRODUCTION 

Twitter, a widely recognized social media platform, has 

transformed the methods of communication, information 

sharing, and global connectivity. Since its inception in 2006, 

Twitter has become a worldwide sensation, with millions of 

active users engaging in live discussions covering a wide 

array of subjects including news, entertainment, sports, 

politics, and more. This platform has become an influential 

tool for expressing thoughts, reaching a large audience, and 

actively participating in valuable conversations for 

individuals, businesses, organizations, and public figures. 

According to We Are Social and Hootsuite, the number of 

Twitter users worldwide has reached 556 million as of 

January 2023. Specifically for Indonesia, there are 

approximately 24 million active Twitter users [1]. 

Twitter users commonly utilize the platform to share 

updates on their daily lives, express their emotions, and even 

discuss political perspectives. As a result, disagreements 

arising from varying viewpoints and opinions are not 

uncommon on Twitter. Users are granted the freedom to 

express their feelings openly. Nevertheless, there are 

instances where tweets are frequently misinterpreted, 

primarily due to the complexity of accurately understanding 

emotions solely through written text.  

The identification and detection of emotions expressed in 

Twitter user's tweets can be achieved through the application 

of machine learning techniques. Machine learning models are 

commonly to classify the content into specific categories. In 

this research, the selected machine learning models for the 

task are convolutional neural networks (CNN) and long short-

term memory (LSTM). 

CNNs are deep learning models developed to analyse 

visual data like images and videos. They excel in computer 

vision tasks such as image classification, object detection, and 

image recognition. The key feature of CNNs is their capacity 

to learn and extract hierarchical features from input data. They 

achieve this through the utilization of convolutional layers. 

These layers employ small filters or kernels that slide across 

the input data, performing convolutions to identify local 

patterns and features. By stacking multiple convolutional 

layers, CNNs can learn intricate and abstract features at 

various spatial scales [2]. 

LSTM, which stands for long short-term memory, is a type 

of recurrent neural network characterized by its ability to 

maintain a state memory and its layered cell structure. LSTM 

is a versatile and effective tool that finds applications in 

various domains, such as statistics, linguistics, medicine, 

transportation, computer science, and more [3].  

Numerous studies have been conducted thus far on 

identifying and classifying various emotions based on Twitter 

user tweets. While most of the research has focused on 

processing English tweets, there also research focused on 

Indonesian tweets. Hence, this study aims to build upon the 
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existing state-of-the-art research by combining different 

methods and approaches. The proposed approach for the 

machine learning model involves utilizing a combination of a 

convolutional neural network (CNN) and long short-term 

memory (LSTM). These two models will be integrated with 

the BERT encoder method, which will serve as the embedding 

technique. 

II. LITERATURE REVIEW  

This research involved conducting experiments on various 

deep neural network (DNN) architectures to determine their 

performance in classifying emotions within Indonesian-

language tweets. The architectures tested in this study included 

Long Short-Term Memory (LSTM), bidirectional LSTM 

(BiLSTM), stacked BiLSTM, and Gated Recurrent Unit 

(GRU). Each DNN architecture involved embedding the tweets 

and processing them using either the FastText or Word2Vec 

embedding methods. The findings of this study indicated that 

utilizing DNN models resulted in higher accuracy compared to 

previous studies that used SVM or random forests. Specifically, 

the BiLSTM architecture demonstrated the best performance, 

achieving an accuracy rate of 70.83%, which was 8% higher 

than SVM and 15% higher than random forests according to 

earlier papers [4]. 

A machine learning model was developed to classify 

Indonesian-language tweets into five emotional categories: 

happy, angry, scared, sad, and love. The experiment involved 

combining a convolutional neural network (CNN) with 

different embedding methods, including ELMo (Embedding 

from Language Models), BERT (Bidirectional Encoder 

Representation from Transformers), and Word2Vec. The results 

of the experiment showed that the CNN model using BERT, 

named BERT-CNN, achieved an f1 value of 72.83%. The 

ELMo-CNN model achieved an f1 value of 55.69%, while the 

Word2Vec-CNN model achieved an f1 value of 65.57% [5]. 

Various embedding methods, including Glove, Word2Vec, 

and FastText, were assessed to determine the most effective 

method when combined with a convolutional neural network 

(CNN) for classifying emotions in Indonesian tweets. The 

study utilized a publicly available dataset that categorized 

emotions into five groups: love, joy, anger, sadness, and fear. 

The findings revealed that the combination of CNN with 

Word2Vec achieved an F1 score of 72.06% [6]. 

The authors created a publicly available dataset comprising 

tweets written in Indonesian, which was utilized for emotion 

classification purposes. The study also involved conducting 

feature engineering to identify the most effective features for 

emotion classification. The experimented features included 

lexicon-based features, bag of words, word embedding, 

orthography, and part of speech tags. The findings 

demonstrated that implementing a combination of all these 

features resulted in an F1 score of 69.73% [7]. 

This study aimed to conduct experiments on detecting and 

analyzing emotional sentiment in tweets posted by Twitter 

users. The researcher collected tweets related to specific topics 

and compiled them into a dataset. This dataset was then used 

for emotion detection in tweets. The paper introduces several 

novel aspects, including (i) incorporating tweet replies in the 

dataset and analysis, (ii) introducing agreement scores, 

sentiment scores, and emotional response scores in calculating 

influence scores, and (iii) generating recommendations for 

public and personalized lists of users who share the same topic 

and express similar emotions and sentiments towards the topic 

[8] . 

In a previous study [6], researchers examined the 

performance of various embedding methods including ELMo, 

BERT, and Word2Vec in conjunction with the CNN model. The 

findings indicated that the combination of the BERT 

embedding method with the CNN model yielded highly 

promising results. On the other hand, in another study [5], the 

authors compared the performance of LSTM and BiLSTM 

architectures with multiple embedding methods. The 

experiments revealed that the BiLSTM architecture 

demonstrated superior performance. Therefore, the aim of the 

present research is to compare the performance of the CNN and 

LSTM models when combined with the BERT embedding 

method. 

III. METHODOLOGY 

This research will compare the performance of the BERT 

embedding method with CNN and LSTM and will compare it 

with the performance on the baseline paper [6]. The 

experimental stages to be carried out in this study can be seen 

in Figure 1.  

 

 

Figure 1. Proposed Method 

A. Dataset 

The dataset employed in this study is the same as several 

prior state-of-the-art studies, and it was compiled specifically 

for this research [8]. The data was collected by streaming tweets 

using the Twitter Streaming API over a span of four days, from 

June 1, 2018, to June 14, 2018. The streamed tweets were 

written in Indonesian and amounted to approximately 4403 

tweets. These tweets were manually labeled and categorized 

into five emotion classes: anger, happy, love, fear, and sadness.  

During the experimental process, the dataset was 

partitioned into three subsets: 80% for training data, 10% for 

validation data, and 10% for testing data. The distribution of the 
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training, validation, and testing data is outlined in Table 1 

below. 
TABLE 1. 
 DATASET 

B. Evaluation Metrics 

The comparison will be made between the experimental 

outcomes and the findings of the most recent state-of-the-art 

paper [6], which utilized the same dataset. The comparison will 

focus on evaluating the performance of the CNN-BERT model, 

both in the study [6] and in the current research paper. 

Additionally, the performance of the LSTM-BERT 

architecture, a recent innovation employed for classifying the 

identical dataset, will also be included in the performance 

analysis. 

Metrics used for performance comparisons are precision, 

recall, accuracy, and F1-score. Precision is calculated by 

dividing the number of accurately retrieved instances by the 

total number of instances that were retrieved.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 ∶ 𝑃 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
           [9] 

Recall is determined by dividing the number of correctly 

retrieved instances by the total number of instances that should 

have been retrieved. 

𝑅𝑒𝑐𝑎𝑙𝑙 ∶ 𝑅 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                        [9] 

Accuracy is a metric that quantifies the proportion of 

correctly retrieved instances, including both positive and 

negative instances, among all the instances that were retrieved. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ∶ 𝐴 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃 + 𝑇𝑁+𝐹𝑃+𝐹𝑁
         [9] 

The F-score is a metric that combines precision and recall 

by taking their weighted average, where the weighting is 

determined by the function β. 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 ∶ 𝐹1 =  2 ∗
𝑃∗𝑅

𝑃+𝑅
          [9-10] 

IV. RESULT AND ANALYSIS 

A. Data Pre-processing 

The collected tweet data may contain non-standard words 

and irrelevant components, such as usernames and links, which 

do not contribute to emotion classification. To enhance the 

accuracy of classification and simplify the data, several stages 

of data cleaning are necessary. In this experiment, the data 

cleaning process involved case folding, word normalization, 

removal of special characters, and stemming. These steps were 

taken to streamline the data and improve the accuracy of 

emotion classification. 

 

 

B. Training Parameter 

In conducting CNN and LSTM training the number of 

epochs used is 32, and the loss calculation method is sparse 

categorical cross entropy, and the accuracy metrics used are 

sparse categorical cross entropy. While the optimization used is 

Adam. 

C. Result BERT-CNN 

Experiments with BERT-CNN were carried out by forming 

several layers. The first layer is the input layer which is used to 

initialize the data train used. next is the preprocessing layer, the 

embedding layer which uses the BERT method. Then there are 

2 convolutional layers with output sizes (127.32) and (126.64). 

The next layer is the global max pooling layer and ends with 

the later classifier. 

 

Figure 2. Accuracy BERT-CNN 

 

Figure 3. Confusion Metrics BERT-CNN 

The result of training the model with parameters that match 

the previous training parameters is the resulting model 

accuracy of 61.45% with a training duration of 2 minutes for 

each existing epoch. The results of the training carried out 

were still below the baseline, which was used as a reference 

in this experiment, which at the baseline reached 72% for 

Dataset Train Valid Test 

Anger 880 111 110 

Fear 813 102 101 

Sadness 519 65 64 

Love 797 100 99 

Happy 509 64 63 
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BERT-CNN. In this research and the experiments carried out 

in this paper, there are differences in dividing train, test, and 

split data, as well as in normalizing datasets. 

D. Result BERT-LSTM 

Experiments with BERT-LSTM were carried out by forming 

several layers. The first layer is the input layer which is used to 

initialize the data train used. next is the preprocessing layer, the 

embedding layer which uses the BERT method. Then there are 

LSTM layer and following with dense layer. By using the 

previous training parameters, the results of the BERT-LSTM 

training are the accuracy obtained by 55%. 

 

 

Figure 4. Accuracy BERT-LSTM 

 

Figure 5. Confusion Metrics BERT-LSTM 

Therefore, the overall results of the experiments conducted 

in this study can be seen in Table 2 below. 

TABLE 2.  

EXPERIMENT SUMMARY 

Model Accuracy Precision Recall F1-Score 

BERT-CNN 61.45% 62.53% 61.45% 61.48% 

BERT-LSTM 55% 55% 57.32% 55.47% 

Baseline 70.91% 73.02% 70.26% 71.29% 

 

There are several reasons for the lower performance of 

BERT-LSTM compared to BERT-CNN, one of which is the 

determination of training parameters. In general, the parameters 

needed by CNN are relatively fewer than LSTM to produce a 

good model. However, in the experiment conducted in this 

study, the parameters used were limited to the application of 

loss calculation, accuracy metrics, and optimization. Therefore, 

with the few parameters used in this experiment, the 

performance of BERT-CNN is much better than BERT-LSTM. 

Suggestions for the future so that the performance of BERT-

LSTM can achieve maximum results, the parameters used can 

be added again, such as by adding the appropriate 

regularization method to BERT. In addition to the limited 

parameters, the normalization method in the baseline is also 

different. The baseline uses an abbreviation dictionary, whereas 

in this experiment, normalization was performed by default 

based on the dictionary provided along with the dataset. 

V. CONCLUSION 

Based on the results of the experiments conducted in this 

study, it can be concluded that the performance of CNN 

combined with the BERT embedding method has a higher 

advantage compared to LSTM. This can be seen in the training 

results where the accuracy of BERT-CNN is 61% and LSTM is 

55%. However, in this study, it was not able to exceed the 

performance of the baseline used as a research comparison. 

Related analysis why the performance carried out in this 

experiment has not been able to exceed the baseline is because 

there is a difference in the split data ratio. In addition, the data 

normalization method used is also different. The baseline paper 

uses an abbreviation dictionary, while in this experiment, it uses 

the default dictionary from the dataset. 
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