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Along with the development of technology, the film industry continues to increase, 

this can be seen from the number of films that appear both in cinemas and tv shows. 

The Internet Movie Database (IMDb) is a website that provides information about 

films from around the world, including the people involved in the films. Information 

contained on IMDB such as actor/actress, director, writer, to the soundtrack used. In 

addition, IMDb is the most popular and trusted source of information for movies, 

TV, and other celebrity content. In this case, the researcher will conduct research on 

the film with what title is the most popular among the public by looking at some of 

the parameters contained in IMDB such as the number on the rating, score, 

certificate, and votes obtained from the audience. The data used comes from the 

Kaggle.com website. The data mining method used is the K-Means clustering 

method. To find out the optimal cluster value, the Davies Bouldin index is used. The 

K-Means algorithm will group the data based on the centroid. The parameters used 

for clustering are runtime, IMDB rating, meta score, number of votes, and gross. The 

results of the study obtained that the average calculation of the highest attributes was 

48.74 and the number of clusters formed was 4 clusters. The results of the evaluation 

using the confusion matrix obtained an accuracy value of 100%. 
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I. INTRODUCTION 

The number of film productions in various parts of the 

world has increased significantly [1]. With rapid 

technological advances in this day and age, all data or 

information about films is readily available on the internet 

[2]. The internet has also become one of the most widely used 

media for distributing films. The internet itself acts as a 

medium of communication between filmmakers and film 

lovers. Film information regarding themes, genres, actors, 

ratings, directors, year of publication, scores, votes and others 

can be found easily via the internet [3]. We can get several 

sources of information for movies from websites, such as 

IMDb, Kaggle, and Netflix [4]. IMDb is a web that provides 

information related to films from around the world, with 

complete information on the name of the actor/actress, 

duration, income, and rating also provided on the IMDb web.  

The more information about films that are easily obtained 

from the internet, the more difficult it will be to determine 

which films are suitable for the needs of film lovers. One of 

the big providers of information or data is the kaggle.com 

website. The Kaggle.com website provides various types of 

datasets, including information related to movies. One of the 

datasets is IMDB Movies which accommodates various 

kinds of wide-screen film information with movie titles up to 

1000 titles or also the top ranking of the top films from the 

IMDB ranking. 

Sometimes it is not just an application that is needed by 

someone to get information but also a technique is needed to 

determine the best parameters that can be used by someone 

mailto:firman.ashari@if.itera.ac.id
mailto:romantika.118140045@student.itera.ac.id
mailto:dede.118140059@student.itera.ac.id
mailto:sicillia.118140091@student.itera.ac.id
mailto:anastasia.118140127@student.itera.ac.id
mailto:nuril.118140169@student.itera.ac.id
https://creativecommons.org/licenses/by-sa/4.0/


               e-ISSN: 2548-6861  

JAIC Vol. 6, No. 1, Juli 2022:  07 – 15 

8 

to get the best information from several large data sets [5]. 

Therefore, to process a lot of data, an algorithm is used. One 

of the algorithms that can be used to process data is the k-

means clustering algorithm [6]. 

Related research that has been done by other researchers, 

namely the researchers Vlandari, et al., Alfianti, and Handoko, 

et al. The research conducted by Vulandari is condcting 

clustering of criminal acts in the province of Central Java 

using the k-means clustering algorithm [7]. The data used is 

from 2014 to 2016, where the data obtained consists of 4 

clusters. The results obtained by clustering can be done by 

region and visualization is displayed in the form of a map. 

Another study was carried out by Alfianti, where Alfianti 

conducted surveillance of the Covid-19 distribution area in the 

Karawang district. Funds were taken on the covid19 karawang 

website. From the data obtained 16.7% with the highest 

distribution of data, 33.3% with a moderate level of 

distribution, and 50% with a low level of distribution [8]. 

Other research has also been carried out by Handoko, who 

conducted research to determine the level of sales of 

Telkomsel data packages using the k-means clustering 

algorithm. Where the data are grouped into 3, low sales data, 

moderate sales data, and high sales data. Where the percentage 

of 100% conformity is obtained compared to manual 

clustering [9].  

In performing clustering there are no special provisions 

to determine the right K value, so this is a deficiency or error 

that often causes the resulting model to be low in accuracy, 

fortunately machine learning already has a technique to deal 

with this problem, namely by conducting validation tests on 

the clustering model. Therefore, the data grouping or data 

model generated from the K-Means clustering method needs 

to be evaluated on the clustering results using one of the 

clustering validation techniques, namely the Davies Bouldin 

Index technique, by using this technique the cohesion matrix 

(closeness of one group) and separation matrix will be known 

( differences between groups), the smaller the Davies 

Bouldin Index (DBI) value produced, the more optimal the 

clustering model [10] evaluation using the Davies Bouldin 

Index will produce the optimal number of clusters as in 

research [11] which performs clustering optimization on 

provincial data using Davie s Bouldin Index produces the 

smallest DBI value with the number of clusters 3, which 

means that the optimal cluster is generated from the number 

of clusters equal to 3, research [10] which evaluates 

clustering uses 2 evaluation techniques for the number of 

clusters, namely Sum of Square Error (SSE) and Davis 

Bouldin Index ( DBI) obtained the result that the 

performance evaluation technique using DBI was better than 

SSE because DBI approached the intra-cluster distance so 

that it not only determined the optimal number of clusters but 

also provided more patterned and detailed information.In this 

case, the researcher wants to conduct research on the 

characteristics of the films in the IMDb Movie dataset. So 

that film connoisseurs can use these results as reference 

material to choose films according to current trends. Data 

mining processing using k-means clustering using the python 

programming language can be used as a tool for processing 

large data sets. 

II. METHODOLOGY 

The methodology used in this study uses Knowledge 

Discovery in Database (KDD). KDD is a method used to 

obtain new knowledge from some data that has been taken 

and processed, so that information is obtained for strategic 

decisions [12]. The stages of the KDD process consist of 6 

stages as follows: 

 
Gambar 1. KDD Stage [13] 

1. Data Selection 

The initial process carried out is to select the data so that the 

modeling can be appropriate, and the results can be accurate. 

The dataset that has been selected and collected will be 

processed using an algorithm. The dataset used in this study 

is the IMDB top 1000 dataset obtained from the Kaggle.com 

website. From this dataset there are 16 variables namely 

poster_link, series_title, released_year, certificate, runtime, 

genre, imdb_rating, overview, meta_score, director, star1, 

star2, star3, star4, no_of_votes, gross. The data used for 

processing are five parameters, including variable runtime, 

imdb_rating, meta_score, no_of_votes, and gross. 

 

2. Pre-processing  

After the data is obtained, the preprocessing process will then 

be carried out by cleaning the data. It aims to normalize data, 

eliminate data inconsistencies, and fix data duplication, or 

unwanted data. In this research there is still some data that is 

not needed so that it must be eliminated and cleaned so that 

the data processing process becomes more leverage, unused 

data are poster_links, series_title, released_year, certificate, 

genre, director, star1, star2, star3, dan star4. Parameters 

used as evaluation are movie time, imdb_rating, meta score, 

no of votes and gross. This parameter indicates the 

performance of the displayed film. 

 

3. Transformation 

The data transformation process is carried out so that the data 

becomes more appropriate and precise in the processing with 
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data mining. If the data used consists of several variables that 

do not match, it is also necessary to transform these 

variables. The data used are as in the following table. Where 

the data for the IMDB rating is adjusted for the rating from 1 

to 10, the meta score is from 10 to 100. An example can be 

seen in the table 1 below. 

Table 1. The example of transformation of dataset IMDB movies 

Name Run 

time 

IMDB 

rating 

Meta 

Score 

No Of 

Votes 

Gross 

Movie
1 

120 
Min 

9.4 90 20021 28281
922 

Movie

2 

130 

Min 

9.2 80 1019101 43421

893 

Movie

3 

122 

Min 

6.8 70 1818181 82728

812 

 

4. Data Mining  

After the data transformation process, the next step is the data 

mining process. The data mining process is carried out for 

patterns from previously selected data using certain 

algorithms or techniques. The method used in this research 

is to use k means. The k-means method is a method of 

grouping data by taking parameters from several k clusters 

and dividing the data into clusters based on the similarities 

between the data in a cluster and the differences between 

clusters [14]. In other words, this technique tries to minimize 

the variation between the data of one group and maximize 

the variation with the data of another group [15]. The stages 

of the K-Means algorithm are as shown in Figure 2 [16][17]: 

 

Figure 2. Data Mining Process 

a. Set the value of k as the number of clusters to be 

generated 

b. Sets the cluster centre or centroid. The value of this 

centre point is determined randomly. 

c. Calculate the distance of each data to the centre of the 

cluster using the Euclidean Distance equation.  

𝑑𝑖𝑘 =  √∑ (𝐶𝑖𝑗 − 𝐶𝑘𝑗)2𝑚
𝑗     (1) 

Note :  

𝐷𝑖𝑘  = Object distance between data values of cluster 

centre values 

m = Number of data dimensions 

𝐶𝑖𝑗= Data value from dimension to k 

𝐶𝑘𝑗 = Cluster centre value from dimension to k 

d. Grouping data into clusters with short distances or 

minimal distances. The formula used is the following 

equation 

𝑚𝑖𝑛 ∑ 𝑑𝑖𝑘
𝑘
𝑘=1 =  √∑ (𝐶𝑖𝑗 − 𝐶𝑘𝑗)2𝑚

𝑗    (2) 

e. Calculate the new cluster centre using the following 

equation.  

𝐶𝑘𝑗 =  
∑ 𝑋𝑖𝑗

𝑝
𝑖=1

𝑃
     (3) 

Where 𝑋𝑖𝑗  ∈ 𝐶𝑘 or cluster K and P is the number of 

cluster members K 

 

An illustration of the k-means algorithm can be seen in the 

following figure [13].  

 

 
Figure 3. Illustration of cluster iteration on k-means 

 

5. Evaluation/Interpretation 

The last stage is the process of translating the results of the 

pattern from the data mining process. The resulting pattern 

of information will then be displayed in the form of data 

visualization. Presentation of data using visualization makes 

the data easier to understand. 

III. RESULT AND DISCUSSION 



               e-ISSN: 2548-6861  

JAIC Vol. 6, No. 1, Juli 2022:  07 – 15 

10 

A. Data collection 

The initial dataset used is IMDB movies top 1000 data 

obtained from the Kaggle.com website. The snippet of this 

dataset can be seen in Figure 4. 

 

Figure 4. Initial Dataset Snippet 

This dataset consists of 1000 rows with 16 columns, the 

16 columns are Poster_Link, Series_Title, Released_Year, 

Certificate, Runtime, Genre, IMDB_Rating, Overview, 

Meta_score, Director, Star1, Star2, Star3, Star4, 

No_of_Votes, Gross. 

B. Pre-Processing 

Data preprocessing was carried out before being used for 

research; the results of the data preprocessing process 

determined the accuracy of the clustering process in this 

study. From the data processed as much as 1000 data, it turns 

out that there are still things that are not normal, so changes 

need to be made, between min data at runtime or characters 

that do not match gross. Preprocessing performed on this 

parameter can be seen in the image below. In Figure 5, a 

process is performed to remove the 'min' character at 

runtime.

 

Figure 5. Pre-processing process 

In addition, to facilitate the calculation process, the runtime 

data will be converted into numeric form by using the code 

as shown in Figure 6 below: 

 

Figure 6. Convert runtime format to numeric 

Then, another process is removing the comma character in the 

gross parameter, this is used to simplify the calculation 

process. The result can be seen in figure 7.

 

Figure 7. Preprocessing removes the comma character in the gross. 
parameter 

The results of the preprocessing process can be seen in the 

image below. Where the parameters that are filtered to 

display are runtime, imdb_rating, meta score, number of 

votes, and gross. These parameters will be used for 

clustering. 

 

Figure 8. The results from the preprocessing process 

The pre-processed dataset consists of 714 rows with 5 

columns. The results of calculations with statistics on 5 

parameters can be seen in Figure 9 below. 
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Figure 9. Data statistics from the results of preprocessing of 1000 data 

 

C.  Clustering 

In determining K or the number of clusters, a function in the 

library is used using the kmeans-sklearn. In this study, to 

determine the optimal number of clusters, the elbow method 

and Davies Bouldin index are used. The program code can be 

seen in Table 2. 

Table 2. K-Means Cluster Code 

X, y = make_blobs(n_samples=300, centers=4, 

cluster_std=0.60, random_state=0) 

plt.scatter(X[:,0], X[:,1]) 

wcss = [] 

results = {} 

for i in range(2, 11): 

    kmeans = KMeans(n_clusters=i, init='k-

means++', max_iter=300, n_init=10, 

random_state=0) 

    kmeans.fit(X) 

    wcss.append(kmeans.inertia_)     

    labels = kmeans.fit_predict(X) 

    db_index = davies_bouldin_score(X, labels) 

    results.update({i: db_index}) 

plt.plot(range(2, 11), wcss) 

plt.title('Elbow Method') 

plt.xlabel('Number of clusters') 

plt.ylabel('WCSS') 

plt.show() 

 

The results obtained from the code above are shown in Figure 

10. The formula for finding the Davies Bouldin Index (DBI) 

value is by adding up the maximum value of the ratio between 

clusters and then dividing by the number of clusters or K. The 

following is the equation to calculate the DBI value [10]. 

DBI = 
1

𝐾
∑ 𝑚𝑎𝑥𝑖=𝑗𝑅(𝑖, 𝑗)𝑘

𝑖=1         (4) 

Information: 

K = number of clusters 

maxi=jR(i,j) = the maximum value of the ratio of cluster i 

and cluster j 

 

The clustering evaluation technique with the Davies Bouldin 

Index needs to compare the DBI value in each cluster result, 

then the smallest DBI value or which is close to 0 but not 

negative is the most optimal cluster result. 

 

Figure 10. Elbow Method Visualization 

The code to calculate the DBI value and display it in the form 

of a visualization can be seen in table 3 and figure 11. 

Table 3. DBI Score and Visualization Code 

print("the value of DBI : ", db_index) 

plt.plot(list(results.keys()), 

list(results.values())) 

plt.xlabel("Number of clusters") 

plt.ylabel("Davies-Boulding Index") 

plt.show() 

 

To determine the value of K, it is done by checking the 

value of K from 2 to 11, then look at the score obtained by 

using a graphical visualization by using the Davies Bouldin 

index. Located in the number of clusters 4. The results of the 

visualization can be seen in Figure 11. 

 

Figure 11. Visualization of Davies Boulden Index (DBI) 

The graph shows that the right K value to be used in this study 

is K = 4. After getting the K value, clustering processing can 

be carried out using the k-means method with the k-means 

sklearn library, namely by adding a cluster attribute that 



               e-ISSN: 2548-6861  

JAIC Vol. 6, No. 1, Juli 2022:  07 – 15 

12 

accommodates the cluster value in each row or row. The 

process of labeling 4 clusters into array values can be seen in 

Figure 12 below. 

 

Figure 12. Labeling Array Cluster value against 1000 Data 

Figure 12 is a cluster distribution diagram. It shows the 

distribution of 4 clusters from clusters 0-3, cluster 0 has 

the most values, and cluster 2 has the least values. The 

distribution of clustering values can also be seen with 

the distribution of values as shown in Figure 13 below. 

 

Figure 13. Cluster distribution diagram with data center points 

To display the centroid of the 4 clusters, namely clusters 

0, 1, 2, and 3, it can be seen in table 4 below. 

Table 4. Visualization of Centroids from Clusters 

plt.scatter(X[y_kmeans == 0, 0], X[y_kmeans 

== 0, 1], s = 60, c = 'red', label = 

'Cluster0') 

plt.scatter(X[y_kmeans == 1, 0], X[y_kmeans 

== 1, 1], s = 60, c = 'blue', label = 

'Cluster1') 

plt.scatter(X[y_kmeans == 2, 0], X[y_kmeans 

== 2, 1], s = 60, c = 'green', label = 

'Cluster2') 

plt.scatter(X[y_kmeans == 3, 0], X[y_kmeans 

== 3, 1], s = 60, c = 'violet', label = 

'Cluster3') 

 

plt.scatter(kmeans.cluster_centers_[:, 0], 

kmeans.cluster_centers_[:, 1], s = 100, c = 

'gray', label = 'Centroids') 

plt.legend() 

plt.show() 

 

The results of the visualization can be seen in Figure 14.

 

Figure 14. The Visualization of Centroids from Clusters 

 

The results from the clusters that have been labeled for 

997 movie titles can be seen in Figure 15. 

 

Figure 15. Cluster of each Parameters 
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Visualization results for clusters 0, 1, 2, 3, and 4 of the 

runtime parameters, imdb_rating, meta_score, 

no_of_votes, and gross can be seen in Figure 16. 

 

Figure 16. Visualization of cluster distrbution 

Some of the data included in cluster 0 can be seen in Figure 

17 below. Cluster 0 has 516 rows, a description of the 

information on cluster 0 data can be seen in Figure 18. 

 

Figure 17. Cluster 0 snippet 

 

Figure 18. The statistical information of cluster 3 

Some of the data included in cluster 1 can be seen in Figure 

19 below. Cluster 1 has 9 rows, a description of the 

information on cluster 1 data can be seen in Figure 20.

 

Figure 19. Cluster 1 snippet 

 

Figure 20. The statistical information of cluster 3 

Some of the data included in cluster 2 can be seen in Figure 

21 below. Cluster 2 has 133 rows, a description of the 

information on cluster 2 data can be seen in Figure 22. 

 

Figure 21. Cluster 2 snippet 
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Figure 22. The statistical information of cluster 3 

Some of the data included in cluster 3 can be seen in Figure 

23 below. Cluster 3 has 56 rows, a description of the 

information on cluster 3 data can be seen in Figure 24.

 

Figure 23. Cluster 3 snippet 

 

Figure 24. The statistical information of cluster 3 

From the information obtained in each cluster, namely 

clusters 0-3, the mean data can be calculated to see the 

conclusions of the data in each cluster by calculating the 

average of the mean data in each cluster. 

Cluster 0 : (121 + 7,91 + 77 + 2,4 + 2,44) / 5 = 42,15 

Cluster 1 : (152 + 8,07 + 75,77 + 1,0 +6,88) / 5 = 48,74 

Cluster 2 : (129 + 7,97 + 78,87 + 5,7 + 1,48) / 5 = 44,604 

Cluster 3 : (125 + 8,01 + 77,57 + 7,8 + 3,12) / 5  = 44,3 

From the above calculations, it can be concluded that the 

cluster that has the highest score or value obtained from 

runtime, IMDB_Rating, Meta_score, No_of_votes, and 

Gross is cluster 1 followed by cluster, cluster 3 and finally 

cluster 0. So, it can be said that cluster 1 contains a list the 

most popular film because it has the highest rating score. 

The last step is to evaluate the cluster data obtained by using 

the confusion matrix. Obtained an accuracy of 100% by 

using the code in table 2. 

Table 5. Confusion Matrix Code 

from sklearn.metrics import 

confusion_matrix,classification_report 

print("ConfusionMatrix",confusion_matrix(data['

cluster'],kmeans.labels_)) 

print(classification_report(data['cluster'],kme

ans.labels_)) 

The results of the evaluation can be seen in Figure 24.

 

Figure 24. Accuracy using Confusion Matrix 

V. CONCLUSIONS 

From the results of clustering, there are four cluster groups 

using davies bouldin index with the first cluster character 

(Cluster 1) being the highest cluster score rating with a value 

of 48.74, then followed by Cluster 2 with a value of 44.60, 

and the highest after that there is Cluster 3 with a value of 

44.3. For clusters the lowest score is in Cluster 0 which has 

a value of 42.15. The determination of the cluster name using 

Python is done randomly, so it can be seen in the discussion 

that the cluster that stores the lowest number is out of sync, 

this is because the program running process is carried out in 

stages or not all at once. at the same time, in the first 

experiment running a cluster program called cluster 2 and in 

the second experiment running a cluster program called 

cluster 0, but this actually doesn't have much effect because 

the data generated remains the same, it's just that the cluster 

names are different or randomly. Determination of values in 

each cluster is obtained from runtime calculations, 

IMDB_Rating, Meta_score, No_of_votes, and Gross on the 

data used. The results of the cluster obtained in the K-Means 

algorithm show the relationship between variables, namely 

runtime, IMDB_Rating, Meta_score, No_of_votes, and 

Gross. This study resulted that cluster 1 is the score with the 

highest rating, while cluster 0 is the score with the lowest 
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rating. From the results of the calculation of the cluster 

obtained an accuracy of 100%. 
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