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Sentiment analysis based on language modeling plays a crucial role in mapping public
perception of socio-political dynamics in Indonesia. This study aims to evaluate
public sentiment toward the House of Representatives of the Republic of Indonesia
(DPR RI) in response to the August 2025 demonstrations using the IndoBERT model
based on transfer learning. The dataset comprises 1,815 Indonesian-language opinion
texts classified into positive and negative sentiments. Due to a substantial class
imbalance dominated by negative opinions, a hybrid sampling strategy combining
oversampling and undersampling was employed to obtain a balanced dataset of 650
samples per class. The research methodology included text preprocessing, an 80:20
training—testing split, and fine-tuning the IndoBERT-base-pl model. Experimental
results indicate that the proposed model achieves robust and balanced performance,
with an overall accuracy of 85%. Precision and F1-score for both sentiment classes
reached 0.85, while recall values were 0.86 for negative sentiment and 0.85 for
positive sentiment, demonstrating the model’s ability to identify both classes
effectively without bias toward the majority class. Despite the dominance of negative
sentiment in the original dataset, the application of data balancing techniques
successfully mitigated class imbalance effects, enabling fair and proportional
sentiment classification. These findings confirm that the IndoBERT-based transfer
learning approach is effective in capturing public sentiment related to mass
demonstrations and can provide valuable, data-driven insights for policymakers in
understanding societal concerns in the digital era.

This is an open access article under the CC—BY-SA license.

I. PENDAHULUAN

Dalam beberapa bulan terakhir, Indonesia mengalami
beragam protes sebagai bentuk kekecewaan terhadap
kebijakan politik dan sosial pemerintah, khususnya pada
Agustus 2025, aksi demonstrasi besar terjadi di depan gedung
Dewan Perwakilan Rakyat Republik Indonesia (DPR RI)
yang dipicu oleh kontroversi terkait tunjangan anggota DPR
yang dinilai berlebihan dan tidak sesuai dengan kondisi
ekonomi sebagian besar masyarakat Indonesia, ditambah
kinerja DPR yang dinilai kurang memuaskan. Demonstran
terdiri dari mahasiswa, pekerja dan aktivis yang menuntut
pencabutan kebijakan tersebut, namun berujung pada
benrtrokan antara masa dengan aparat keamanan, di mana

polisi dikerahkan secara bear-besaran dan beberapa orang
ditangkap dalam proses penertiban aksi masa tersebut.

Seiring dengan berlangsungnya aksi demo ini, pemberitaan
dan konten terkait demonstrasi tersebar luas di berbagai
platform media sosial. Media sosial tidak hanya menjadi
tempat berbagi informasi, tetapi juga wadah bagi publik untuk
menyuarakan ekspresi, kritik, dukungan serta reaksi
emosional mereka terhadap dinamika yang terjadi di
lapangan. Interaksi tersebut menghasilkan sejumlah besar
teks digital yang merepresentasikan opini masyarakat secara
real-time.

Dalam konteks ini, penting untuk memahami persepsi
publik yang diekspresikan di media sosial. Persepesi ini dapat
menunjukkan bagaimana masyarakat merespons isu besar
seperti konflik sosial atau demonstrasi. Analisis seperti ini
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membantu pembuat kebijakan dan pemangku kepentingan
lain untuk memahami dan melihat gambaran asli opini
masyarakat yang tersebar di ruang digital.

Untuk mengevaluasi kecendrungan opini masyarakat,
analisis sentimen menjadi pendekatan yang tepat. Analisis
sentimen merupakan bagian dari Natural Language
Processing (NLP) yang bertujuan mengidentifikasi dan
mengkategorikan informasi dalam teks menjadi label seperti
positif, negatif ataupun netral [3][5][6].

Terdapat beberapa metode analisis sentimen, sebelumnya
metode tradisional seperti Naive Bayes dan Support Vector
Machine (SVM) sering kali gagal menangkap konteks
mendalam dan makna dinamis dalam teks bahasa Indonesia
yang kompleks[7][8][9]. Untuk mengatasi keterbatasan
tersebut, teknologi Deep Learning berbasis arsitektur
Transformer menawarkan solusi yang lebih efektif [8][10].
Salah satu model yang paling unggul adalah BERT
(Bidirectional Encoder Representations from Transformers)
yang dikembangkan oleh Google[3][5][6]. BERT memiliki
kemampuan untuk memahami hubungan antar kata dalam
kalimat secara dua arah (bidirectional), sehingga mampu
menangkap konteks kalimat atau teks secara lebih akurat
dibandingkan model searah [2][3][11]. Penggunaan BERT
dalam bahasa Indonesia semakin optimal dengan hadirnya
IndoBERT, yakni jenis model pre-trained yang dilatih khusus
menggunakan korpus teks bahasa Indonesia yang sangat luas,
mencakup data dari Wikipedia, berita, hingga media sosial
[31[5][11].

Penelitian terdahulu telah banyak mengimplementasikan
IndoBERT untuk berbagai tugas analisis sentimen dan
membuktikan  keunggulannya  dibandingkan = metode
konvensional. Penelitian oleh Saputri et al. (2021) dan Qolbu
et al. (2025) menunjukkan bahwa IndoBERT secara
signifikan mengungguli model klasik seperti Naive Bayes dan
SVM dalam klasifikasi sentimen pada data Twitter[3][9].
Dalam konteks perbandingan model, penelitian Ashari et al.
(2025) membuktikan bahwa arsitektur bidirectional pada
BERT menghasilkan akurasi yang lebih tinggi (79,36%)
dibandingkan model GPT yang bersifat unidirectional
(75,59%) dalam menangani teks informal[2]. Selain itu,
IndoBERT telah berhasil diterapkan pada berbagai isu sensitif
dan strategis. Sebagai contoh, analisis sentimen terhadap
kampanye lingkungan menghasilkan akurasi sebesar
71,58%]5], isu kebijakan investasi nasional mencapai akurasi
hingga 97,71% melalui teknik augmentasi data [7], dan kasus
korupsi besar yang melibatkan perusahaan negara berhasil
diklasifikasikan dengan akurasi 84% menggunakan model
hibrida IndoBERT-RCNNJ[8]. Beberapa penelitian juga
menyoroti bahwa penggunaan teknik Transfer Learning dan
fine-tuning pada IndoBERT sangat penting untuk
meningkatkan pemahaman model terhadap konteks lokal dan
nuansa emosional dalam diskusi politik yang hangat, seperti
putusan Mahkamah Konstitusi dan konflik global[4][7][12].
Meskipun demikian, terdapat tantangan pada dataset yang
tidak seimbang (imbalanced), di mana sentimen negatif

sering kali mendominasi diskursus media
sosial[ 1][6][9].

Oleh karena itu, penelitian ini bertujuan untuk menerapkan
model IndoBERT berbasis Transfer Learning untuk
melakukan analisis sentimen publik terhadap aksi
demonstrasi yang khususnya terjadi pada Agustus 2025.
Penelitian ini memfokuskan analisis pada dinamika opini
publik terkait gerakan masa yang memiliki karakteristik
bahasa yang sangat emosional. Hasil dari analisis ini
diharapkan dapat memberikan gambaran bagi para pemangku
kebijakan dalam memahami reaksi serta keresahan

masyarakat di era digital secara akurat dan berbasis data.

publik di

II. METODE
1) Dataset

Dataset yang digunakan pada penelitian ini merupakan
dataset sekunder yang diperoleh dari platform Github. Dataset
ini berisi teks opini masyarakat terkait aksi demonstrasi yang
ditujukan kepada Dewan Perwakilan Rakyat Republik
Indonesia (DPR RI) pada Agustus 2025 dengan jumlah data
sebanyak 1.815 data. Setiap data berisi teks opini dan label
sentimen yang mengindikasikan kecenderungan opini
tersebut, yaitu positif dan negatif. Label Positif
menggambarkan dukungan moral terhadap demonstran,
ajakan damai atau penolakan terhadap kekerasan, dan kritik
yang lebih santai, sementara label Negatif mencerminkan
kemarahan, kecaman, kritik tajam atau ketidakpuasan
terhadap kinerja DPR maupun aparat kepolisian. Dataset ini
merupakan dataset bersih yang siap diolah atau dianalisis.
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Gambar 1. Visualisasi Wordcloud
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Adapun visualisasi WordCloud disajikan pada Gambar 1
digunakan untuk menampilkan kata-kata yang paling sering
muncul dalam setiap kategori sentimen. Semakin besar
ukuran kata pada WordCloud, semakin sering kata tersebut
muncul dalam teks opini.
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Gambar 2 Distribusi Sentimen Data Demo DPR

Gambar 2 menunjukkan distribusi data tiap kelas sentimen.
Terlihat bahwa data pada kelas tersebut tidak seimbang,
dengan jumlah data pada kelas negatif jauh lebih banyak
dibandingkan dengan kelas positif. Dengan demikian, pada
penelitian ini digunakan teknik penyeimbangan dataset secara
hibrid yaitu oversampling dan undersampling.

2) Pre-processing Data

Adapun pre-processing data yang dilakukan pada penelitian
ini yaitu sebagai berikut :

A. Label Encoding

Pada tahap ini, label kategori negatif dan positif diubah
menjadi nilai numerik menggunakan LabelEncoder untuk
memudahkan pemrosesan oleh model. Label 0 untuk
sentimen negatif dan label 1 untuk sentiment positif.

B.  Pembagian Data

Dataset yang digunakan pada penelitian ini dibagi menjadi
data latih (training set) dan data uji (testing set) dengan
proporsi sebanyak 80% data latih dan 20% data uji. Untuk
menjaga keseimbangan distribusi kelas pada kedua subset
data, proses pembagian data dilakukan menggunakan
stratified random sampling, sehingga proporsi masing-masing
kelas pada data latih dan data uji tetap merepresentasikan
distribusi kelas pada dataset awal. Hal ini penting untuk
memastikan bahwa evaluasi model tidak bias dan dapat
digeneralisasi [13].

C. Penanganan Kelas yang Tidak Seimbang

Seperti yang telah dijelaskan sebelumnya, strategi
penyeimbangan data yang digunakan adalah teknik hibrid
yang mengkombinasikan oversampling pada kelas minoritas
dan undersampling pada kelas mayoritas. Pendekatan ini

dipilih berdasarkan temuan Chawla, N.V., dkk yang
menyatakan bahwa metode hibrid menghasilkan performa
klasifikasi yang lebih stabil dibandingkan penerapan teknik
tunggal, karena mampu mengatasi keterbatasan masing-
masing metode sekaligus[14].

Implementasi  dilakukan dengan menentukan target
kuantitatif spesifik sebanyak 650 sampel untuk setiap kelas.
Penetapan target tetap ini penting sebagai kontrol terhadap
ukuran dataset hasil penyeimbangan untuk menghindari
pembengkakan data berlebihan pada oversampling atau
kehilangan informasi penting pada undersampling. Strategi
ini merupakan bentuk controlled hybrid sampling yang
memberikan keuntungan ganda yaitu mempertahankan
karakteristik  distribusional asli melalui pengacakan
sistematis, sekaligus menjamin kesetaraan numerik antar
kelas[15]. Teknik hybrid sampling yang digunakan
mengombinasikan random oversampling dengan mereplikasi
data kelas minoritas, serta random undersampling yang
dilakukan dengan mengurangi jumlah data kelas mayoritas,
sehingga masing-masing jumlahnya menjadi 650. Gambar 3
menunjukkan distribusi sentimen yang telah diterapkan
penyeimbangan data.
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Gambar 3 Distribusi Sentimen setelah Kombinasi Oversampling
dan Undersampling
D. Tokenisasi dengan IndoBERT
Teks hasil pre-processing  dikonversi menjadi
representasi numerik  menggunakan  tokenizer  dari

model IndoBERT-base-pl dengan konfigurasi: max_length =
128 token, padding = 'max_length', dan truncation = True.
Pemilihan model ini didasarkan pada kemampuannya dalam
memahami konteks bahasa Indonesia, yang diperoleh melalui
pelatihan pada korpus berukuran besar.

3) Implementasi IndoBERT

Model yang digunakan dalam penelitian ini adalah model
IndoBERT sebagai base model. IndoBERT adalah pretrained
language model berbasis BERT yang telah dilatih pada
korpus berbahasa Indonesia sehingga mampu memahami
konteks linguistik, struktur kalimat, serta variasi penggunaan
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bahasa yang Dberbeda-beda dalam konteks bahasa
Indonesia[6][11].

IndoBERT menggunakan arsitektur transformers untuk
memahami konstekstual Bahasa Indonesia [7], model ini
memiliki beberapa varian, seperti IndoBERT-base dan
IndoBERT-large[5] yang dibedakan berdasarkan jumlah
parameter dan kedalaman lapisan transformernya. Varian
base lebih ringan dan umum digunakan untuk tugas
klasifikasi teks atau analisis sentimen dengan dataset
berukuran sedang. IndoBERT base memiliki 12 lapisan

transformer (layers) dan 768 dimensi vector [11].

| token’ 1 ‘ [ token’ 2 I ‘ token’ 3 | | token’ 4 l I token’ S |
| t - ') - t - t . ) |
Fully-connected layer — (GELU + Norm)
t t t t t
\ output 1 ‘ | output 2 ‘ I output 3 | | Output 4 | | output 5 ‘
f f 1 f
Transformer encoder
4 t t t t
’ token1 ‘ | token 2 ‘ l token 3 | | mask | | token 5

t t t t t

Gambar 4 Tahap Tokenisasi IndoBERT [16]

Proses klasifikasi sentimen dengan IndoBERT dimulai dari
tahap tokenisasi, Gambar 4 menunjukkan alur umum proses
tokenisasi, di mana setiap token direpresentasikan sebagai
vektor. Pada tahap ini, model menambahkan token khusus
berupa [CLS] di awal kalimat sebagai representasi
keseluruhan input, [SEP] di akhir kalimat sebagai penanda
batas, serta [PAD] untuk menyamakan panjang sekuens
dalam setiap batch. Seluruh token kemudian dikonversi
menjadi indeks numerik berdasarkan kosakata yang telah
ditetapkan oleh tokenizer IndoBERT. Token yang
ditampilkan pada Gambar 4.

Indeks token selanjutnya dipetakan ke dalam ruang vektor
melalui embedding yang mencakup token embedding,
position embedding, dan segment embedding. Hasil
embedding ini menjadi masukan bagi arsitektur IndoBERT,
yang terdiri dari 12 lapisan encoder Transformer. Setiap
lapisan dilengkapi dengan mekanisme multi-head self-
attention yang memungkinkan model menganalisis hubungan
antar-token secara bidirectional, sehingga makna setiap kata
dipahami berdasarkan keseluruhan kalimat [5]. Dari keluaran
encoder, model mengambil representasi vektor dari token
[CLS] sebagai ringkasan informasi seluruh teks. Vektor ini
kemudian diteruskan ke lapisan klasifikasi berupa fully
connected layer untuk menghasilkan nilai Jogits sesuai jumlah
kelas yang ditetapkan dalam penelitian. Terakhir, fungsi
aktivasi softmax digunakan untuk mengubah logits tersebut

menjadi probabilitas kelas, sehingga model dapat menentukan
label sentimen akhir dari setiap input teks.
A.  Hyperparameter

Pada penelitian ini digunakan beberapa hyperparameter
seperti learning rate sebesar 1x107%, batch size sebesar 16, dan
jumlah epoch sebanyak 5. Penentuan nilai hyperparameter
tersebut mengacu pada praktik umum fine-tuning model
berbasis BERT untuk tugas klasifikasi teks.

B.  Transfer Learning dan Fine Tuning

Pemanfaatan transfer learning memungkinkan model
untuk memanfaatkan representasi bahasa yang telah dipelajari
sebelumnya, sehingga proses pelatihan menjadi lebih efisien
dan akurat meskipun dataset penelitian relatif terbatas.
Selanjutnya, dilakukan proses fine-tuning terhadap model
IndoBERT. Pada tahap ini, seluruh parameter model
disesuaikan secara bertahap menggunakan data latih sehingga
IndoBERT mampu mengenali pola sentimen lebih spesifik
pada data yang digunakan. Proses fine-tuning dilakukan
menggunakan arsitektur BertForSequenceClassification,
yang menambahkan lapisan klasifikasi di atas encoder
IndoBERT untuk menghasilkan prediksi label sentimen.
Penelitian ini menerapkan pendekatan fully fine-tuning, di
mana  seluruh  parameter IndoBERT  dioptimalkan
menggunakan data latih agar model beradaptasi secara
menyeluruh terhadap karakteristik dataset.

4)  Metrik Evaluasi

Evaluasi kinerja model diawali dengan menyusun
confusion  matriks, yakni  suatu  matriks  yang
merepresentasikan hubungan antara hasil prediksi model dan
label aktual pada data uji. Matriks ini berfungsi sebagai alat
untuk mengukur sejauh mana model mampu menghasilkan
prediksi yang tepat dan mengidentifikasi kesalahan prediksi
yang terjadi pada masing-masing kelas.

Berdasarkan informasi yang diperoleh dari confusion
matriks, selanjutnya dihitung berbagai metrik evaluasi yang
mencerminkan kualitas prediksi model, meliputi accuracy,
precision, recall, dan FI1-Score.

A. Accuracy

Accuracy diperoleh dengan menghitung proporsi prediksi
yang tepat pada kelas positif maupun kelas negatif terhadap
total keseluruhan data uji. Metrik ini memberikan gambaran
menyeluruh mengenai tingkat ketepatan model dalam
melakukan klasifikasi. Perhitungan accuracy dapat dilakukan

dengan persamaan berikut.
TP+TN

Accuracy = ———
y TP+TN+FP+FN

B. Precision

Precision dihitung sebagai rasio antara jumlah prediksi
positif yang benar (frue positive) dengan seluruh prediksi
yang dikategorikan sebagai positif oleh model, baik yang
benar maupun yang salah. Metrik ini sangat penting terutama
pada situasi ketika kesalahan klasifikasi berupa false positive
harus diminimalkan. Perhitungan precision dapat dilakukan
dengan persamaan berikut:
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. . TP TABEL 1.
Precision = 70 HASIL EVALUASI MODEL INDOBERT
C. Recall —
Recall atau sensitivitas mengukur kemampuan model : Precision Recall Fl-Score Support
. Negatif 0,85 0,86 0,85 130
dalam mengenali seluruh sampel yang secara aktual termasuk >
.. e T . . Positif 0,85 0,85 0,85 130
dalam kelas positif. Nilai ini diperoleh dari perbandingan
Accuracy 0,85

antara true positive dan total data positif aktual. Metrik ini
krusial pada kondisi di mana terjadinya false negative
memiliki konsekuensi yang signifikan. Metrik ini penting
dalam konteks di mana kesalahan negatif (false negatif)
sangat merugikan. Persamaan matematis untuk recall yaitu
sebagai berikut :

Recall = ——
TP+FN
D. FI-Score
F1-Score merupakan  ukuran evaluasi yang

menggabungkan precision dan recall ke dalam satu nilai
harmonis dengan memperhitungkan keberadaan kesalahan
false positive dan false negative. Metrik ini sangat bermanfaat
dalam kondisi ketidakseimbangan distribusi kelas, karena
mampu memberikan representasi kinerja model yang lebih
stabil. Nilai F'/-Score akan tinggi apabila precision dan recall
memiliki nilai yang sama-sama baik. Adapun rumus untuk
menghitung F/-Score yaitu sebagai berikut:

Precision x Recall
F1 —Score = 2x ——MMMMM

Precision+Recall

II1. HASIL DAN PEMBAHASAN

Gambar 5 menunjukkan confusion matriks dari model
IndoBERT yang telah melalui penanganan
ketidakseimbangan data dengan pendekatan hybrid sampling
(oversampling dan undersampling). Model berhasil
mengklasifikasikan sebanyak 112 dari 130  data
negatif (86.2%) dengan benar, dengan 18 data (13.8%) salah
terklasifikasi sebagai positif. Sementara, pada kelas positif,
model  berhasil memprediksi 110 dari 130 data
positif (84.61%) dengan tepat, sementara 20 data (15.39%)
lainnya terdeteksi sebagai sentimen negatif.

Confusion Matrix

Aktual
Negatif

Positif

Positif

Neg‘anf

Prediksi

Gambar 5. Confusion Matriks

Kemudian, dilihat dari segi metrik evaluasi :

A. Precision

Nilai presisi label negatif dan positif sebesar 0,85 artinya
sebanyak 85% benar-benar diprediksi sebagai negative,
begitu pula untuk label positif. Hal ini mencerminkan model
jarang salah menebak kelas yang diprediksi, baik negative
maupun positif.

B.  Recall

Nilai recall label negatif sebesar 0,86 artinya dari semua
data negative, model berhasil menebak 86% sebagai negatif.
Sementara untuk label positif, dari semua data positif yang
sebenarnya, 85% berhasil ditebak sebagai positif. Hal ini
mencerminkan model cukup baik dalam menangkap data
yang benar-benar termasuk tiap kelas, dan dalam hal ini
model bekerja sedikit lebih baik pada kelas negatif.

C. FlI-Score

Nilai F1-Score pada kelas negatif dan positif yaitu sebesar
0,85 yang menunjukkan model seimbang dalam performa
untuk kedua kelas, karena F1-Score adalah harmonis antara
precision dan recall yang menunjukkan keseimbangan antara
prediksi yang tepat dan kemampuan model dalam
mengangkap semua data kelas tersebut.

D. Accuracy

Secara keseluruhan, akurasi model mencapai 85%,
mengindikasikan bahwa sebagian besar prediksi model sesuai
dengan label sebenarnya.

Berdasarkan metrik evaluasi tersebut, model memiliki
performa yang cukup konsisten dan seimbang antara kelas
negatif dan positif, meskipun sedikit lebih sensitif terhadap
kelas negatif, tetapi perbedaannya kecil hanya 0,01 (relatif
seimbang) sehingga tidak terlalu bias ke salah satu kelas.

Dominasi sentimen negatif dalam data asli memang
tercermin dalam pola pembelajaran model, namun dengan
teknik penyeimbangan data yang tepat, model mampu
mengenali kedua kelas sentimen secara seimbang dan tidak
terjebak dalam bias terhadap pola negatif.

IV. KESIMPULAN

Berdasarkan hasil evaluasi dengan confusion matriks dan
metrik precision, recall, FI1-Score, dan accuracy, model
IndoBERT menunjukkan performa yang cukup baik dan
seimbang dalam mengklasifikasikan sentimen negatif
maupun positif. Model memiliki precision dan F1-Score
sebesar 0,85 untuk kedua kelas, serta recall 0,86 untuk negatif
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dan 0,85 untuk positif, menunjukkan kemampuan yang
hampir seimbang dalam menebak kelas dan menangkap data
aktual. Akurasi keseluruhan model mencapai 85%,
menegaskan sebagian besar prediksi sudah sesuai dengan
label sebenarnya. Meskipun data asli memiliki dominasi
sentimen negatif, penerapan teknik penyeimbangan data
membuat model tidak bias terhadap kelas negatif, sehingga
mampu mengenali kedua kelas sentimen secara proporsional.
Secara keseluruhan, model dapat dikatakan relatif seimbang,
dengan performa sedikit lebih sensitif terhadap kelas negatif
namun perbedaannya sangat kecil, sehingga analisis sentimen
tetap dapat dilakukan dengan adil untuk kedua kelas.

Hasil prediksi tetap memberikan gambaran awal yang
relevan mengenai arah opini publik, meskipun terdapat
keseimbangan dalam dataset hasil proses, dominasi ekspresi
negatif dalam data asli mencerminkan gaya penyampaian
kritik yang lebih keras terhadap kinerja DPR dan aparat
kepolisian yang dinilai tidak pro rakyat atau demonstran.
Berdasarkan penelitian ini, diharapkan dapat dijadikan
indikator penting dalam memahami respons masyarakat
terhadap dinamika sosial politik terkait aksi demonstrasi
tersebut. Selain itu, diharapkan dapat menjadi masukan bagi
pemerintah dan DPR atau aparat kepolisian untuk lebih peka
terhadap  aspirasi  publik, dengan  memperhatikan
bahwa tingginya ekspresi kekecewaan publik memerlukan
penanganan melalui perbaikan kebijakan yang sigap serta
evaluasi berkelanjutan agar kepercayaan masyarakat dapat
pulih kembali.
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