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 Academic stress is a psychological problem experienced by many students and can 

have an impact on learning achievement, mental health, and quality of life. This 

study aims to compare the performance of the K-Nearest Neighbor (KNN), Naïve 
Bayes, and C4.5 (Decision Tree) algorithms in predicting the level of academic stress 

risk in students based on psychological survey data. Data were obtained from 700 

active students at Ngudi Waluyo University through a questionnaire covering 

physiological, psychological, and behavioral aspects, with a total of 15 indicators 

using a Likert scale. The data then underwent pre-processing, labeling, 

standardization, and division into training and test data with a ratio of 80:20. The 

evaluation was conducted using the Accuracy, Precision, Recall, F1-Score, 

Confusion Matrix, and AUC-ROC metrics. The results showed that the Naïve Bayes 

algorithm performed best with an accuracy of 93.26%, precision of 93.35%, recall 

of 92.26%, and F1-score of 92.80%. The KNN algorithm was in second place with 

an accuracy of 91.43%, while the C4.5 algorithm had the lowest performance with 

an accuracy of 80.60%. Based on these results, Naïve Bayes is recommended as the 
most optimal algorithm for predicting academic stress risk in students using 

psychological survey data. This study is expected to assist educational institutions in 

identifying students at risk of stress early on and supporting the development of more 

effective prevention strategies. 
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I. INTRODUCTION 

Stress is a psychological phenomenon that can affect 

individuals of all ages. This state can elicit physiological and 

psychological responses when an individual is subjected to 
stress. In other words, stress denotes pain resulting from various 

demands or challenges imposed by external factors [1]. Within 

the framework of lectures, stress is a factor that influences 

students' capacity to adjust to academic requirements and 

learning environments. 

Academic stress among students has become one of the most 

common psychological problems experienced by students and 

has negative impacts that affect academic achievement, mental 

health, and the continuity of studies [2]. Academic pressure 

arises from the demands of achieving good grades, excessive 

workload, limited time to complete assignments, academic 

competition, and the need to adapt to the college environment, 

which are the main factors contributing to academic stress 

among students. If this condition is not addressed immediately, 

academic stress in students has the potential to develop into 

serious psychological disorders, such as excessive anxiety in 

facing tasks, mental fatigue, and a decrease in motivation or 

interest in learning. 

With the development of information technology today, 

machine learning approaches are increasingly being used to 
assist in the process of analyzing and predicting academic stress 

risk objectively. Several previous studies have applied 

classification algorithms such as K-Nearest Neighbor (KNN), 

Naïve Bayes, and Decision Tree C4.5 to predict students' 

psychological conditions based on survey data or psychological 
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questionnaires [3]. According to Arya's (2024) research, the 

Naïve Bayes algorithm is capable of producing a relatively high 

level of accuracy in predicting student academic stress based 

on Likert questionnaires [2]. Meanwhile, other studies show 

that the performance of the K-Nearest Neighbor (KNN) and 

Decision Tree C4.5 algorithms tends to vary and depends on 

the number of attributes, data characteristics, and class 

distribution used [4]. 
Although previous studies have shown the potential of 

machine learning in predicting academic stress, most of these 

studies still have a number of shortcomings. Some studies use 

a relatively limited number of respondents, resulting in poor 

and suboptimal algorithm generalization capabilities. In 

addition, many studies apply only one or two algorithms 

without conducting a comprehensive comparison of the 

performance between classification methods. Discussions on 

the interpretability of algorithms in previous studies have not 

been explored in depth, even though in the fields of psychology 

and education, the ability to identify the most influential 
indicators of academic stress is crucial to support the roles of 

lecturers, counselors, and policymakers in higher education 

settings. On the other hand, the use of algorithm validation 

techniques such as K-Fold Cross Validation is still rarely used, 

which has the potential to cause the model evaluation results to 

be less stable because they depend on a single data division [1] 

[5]. 

Based on the above description, there is still a research gap 

that needs to be discussed further, namely the need for 

comparative research that compares the accuracy levels of 

several classification algorithms and analyzes the differences in 

algorithm performance and its relationship with the 
psychological characteristics of students. Therefore, this study 

aims to compare the performance of the K-Nearest Neighbor 

(KNN), Naïve Bayes, and C4.5 algorithms in predicting student 

academic stress risk based on structured psychological survey 

data. 

This study contributes through the use of a dataset with a 

relatively large and adequate number of respondents, the use of 

diverse and comprehensive evaluation metrics, and the 

presentation of algorithm performance analysis that considers 

the assumptions of the methods and characteristics of the data 

used. With this approach, this study is expected to contribute to 
the development of machine learning studies in the fields of 

psychology and education and provide practical support for 

universities in their efforts to analyze the risk of academic stress 

among students. 

II. METHOD 

This study uses a quantitative method with a comparative 

experimental approach that aims to test and compare three 

machine learning algorithms, namely K-Nearest Neighbors 

(KNN), Naïve Bayes, and C4.5 (Decision Tree). Furthermore, 

this study aims to determine the most accurate algorithm in 

predicting the level of academic stress risk in students, based 

on data obtained from psychological survey results. The 
researcher used quantitative methods because it involved 

numerical data obtained from questionnaires filled out by 

students. 

This research was conducted from September 2025 to 

January 2026 at Ngudi Waluyo University. This location was 

chosen because it has a diverse student population from 

various study programs and semesters, so it is considered to 

represent the general conditions of academic stress on 

campus. The data used in this study came from the results of 
a psychological survey created by the researcher and 

distributed online using Google Forms. This survey was 

completed by active students from various faculties at Ngudi 

Waluyo University who were willing to be respondents. The 

data from the questionnaire was then used as the basis for 

analysis and comparison of algorithms to predict academic 

stress levels. 

This study used two types of variables. The independent 

variables were various factors that were thought to influence 

students' stress levels, such as coursework load, hours of 

sleep, anxiety levels, social support from friends or family, 
adaptability, and how students cope with pressure or 

problems. Meanwhile, the dependent variable was the level of 

academic stress risk among students, which was the final 

result to be predicted. This stress level is grouped into three 

categories, namely low, medium, and high, based on the 

results of questionnaires filled out by students. 

In preparing this study, several stages were carried out 

systematically. These stages describe the research flow from 

start to finish, which can be seen in the following figure 1. 

 

 

Figure 1. Research Flow 

A. Problem Formulation 

At this stage, the researcher began to identify the main 

problem, namely the signs of academic stress experienced by 

students due to pressure from assignments, learning demands, 

and changes in the learning system. This condition became 

the reason for predicting the level of student stress using three 

machine learning algorithms to determine the most accurate 

and efficient algorithm. 

B. Literarure Review 

At this stage, the aim is to review previous theories and 
research on the application of the K-Nearest Neighbors 

(KNN), Naïve Bayes, and C4.5 (Decision Tree) algorithms. 

This literature review is conducted to understand the 

performance of each algorithm and to identify the advantages 

and disadvantages of the algorithms in processing 

psychological survey data [3]. 

C. Pyschological Survey Design 

At this stage , the process of compiling data collection tools 
was carried out with the aim of measuring and analyzing 
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psychological aspects. This process included compiling 

questionnaires tailored to the research objectives, identifying 

the variables and indicators to be measured, selecting the 

appropriate assessment scales, and testing the validity and 

reliability of the questionnaires [4]. This psychological survey 

not only serves as a tool for collecting respondent data but 

also as a measurement tool to evaluate the level of academic 

stress risk through measurable indicators and clear rating 

scales. 

D. Data Collection 

The data collection stage is an important process in 

research to obtain information relevant to the topic being 

studied. At this stage, data is collected through observation, 

literature study, and online questionnaire distribution using 

Google Forms to reach a wider and more efficient range of 

respondents [3] [5]. 

E. Data Pre-processing 

This stage is very important in this research because it 

affects the quality of data that will be used in the training and 

testing of algorithms. This stage aims to ensure that the data 

used is clean, consistent, relevant, and well-structured so that 

the algorithm can work optimally. Data preprocessing is also 

the first step in addressing various problems such as missing 

values, data duplication, and entry errors. Poorly processed 

data can reduce the performance and accuracy of the 

algorithm [6]. 
The dataset in this study was obtained from psychological 

surveys conducted through online questionnaires using a five-

point Likert scale (1-5). These online questionnaires covered 

15 indicators of physiological, psychological, and behavioral 

aspects of academic stress. The total academic stress score for 

each respondent was calculated by adding up all the scores on 

the indicators, resulting in a score range of 15 to 75. The 

following is the Likert scale used in this study.  

TABLE I 

LIKERT SCALE 

Scale Description 

1 Never 

2 Rarely 

3 Sometimes 

4 Often 

5 Always 

 

Academic stress levels are grouped into three categories: 

low, moderate, and high. This grouping is done using an 
interval score classification approach that is commonly used 

in the development of psychological scales [7]. This approach 

assumes that Likert scale data are ordinal numerical data that 

can be processed through total score calculations and 

interpreted based on specific value ranges. Based on the 

accumulated scores, academic stress levels are classified into 

the following three categories. 

 

TABLE II 

STRESS LEVEL CATEGORY 

Score Description 

15-30 Low 

31-50 Moderate 

51-75 High 

 

This method has been widely used in previous studies 

examining academic stress among students based on 

questionnaire instruments [2] [8]. 
Data cleaning was performed to ensure that there was no 

missing or duplicate data that could potentially cause bias in 

the analysis process. The verification results showed that all 

respondent data was complete and valid, allowing it to 

proceed to the next stage. Next, the academic stress level 

categories were converted into numerical form through an 

encoding process so that they could be recognized and 

processed using machine learning algorithms. In addition, 

data standardization was performed using the StandardScaler 

method to equalize the value range of each feature. This stage 

is important because distance-based algorithms (k), such as 
K-Nearest Neighbor (KNN), are very sensitive to differences 

in scale between features, so standardization is necessary to 

produce a more accurate classification process [9]. 

F. Algorithm Model Evaluation 

This stage is carried out after the survey data has been 

collected and has gone through the data pre-processing stage. 

At this stage, researchers begin to apply algorithms to test the 

performance of each algorithm and determine the algorithm 

that has the highest accuracy for the data that is ready to be 
used. 

 To ensure reliable algorithm evaluation, this study uses a 

combination of hold-out validation and K-Fold Cross 

Validation. The dataset is divided into training data and test 

data with a ratio of 80:20 to measure the algorithm's 

performance on previously unprocessed data. In addition, 5-

Fold Cross Validation is also applied to improve the reliability 

and generalization ability of the algorithm. The dataset is 

divided into five equal parts, where four parts are used as 

training data and one part as test data in each iteration. This 

process is repeated five times so that each part acts as test data 
once. The final performance value is obtained from the 

average of all iterations. 

The selection of K=5 is based on previous machine 

learning research recommendations, which show that five 

folds provide a balance between evaluation efficiency and 

stability, especially for medium-sized datasets [10]. The use 

of cross-validation is important to reduce evaluation bias due 

to single data division and to ensure that the algorithm's 

performance reflects its true generalization ability [1]. 

Algorithm performance evaluation was carried out using 

the Accuracy, Precision, Recall, F1-Score, Confusion Matrix, 

and AUC-ROC metrics, which are commonly used in 
comparative studies of classification algorithms [7] [10-15]. 

Below is an explanation of the algorithms used in this study. 
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● K-Nearest Neighbor (KNN) 
The K-Nearest Neighbor (KNN) algorithm is a method in 

supervised learning that is used for clustering (classification) 

or prediction (regression). The way KNN works is quite 

simple, namely by determining the similarity distance 

between new data and existing data in the training dataset. 

The new data is then classified into the group that appears 

most frequently (majority) among a number of nearby data 

(usually referred to as the k value) [7] [9]. To calculate the 

distance between two data points, KNN generally uses 

Euclidean Distance, which is the straight-line distance 

between two points in the data space. The formula is as 
follows: 

𝐷 (𝑋1, 𝑋2) =  √∑(𝑋1𝑖 − 𝑋2𝑖)
2

𝑛

𝑖=1

 

Explanation: 
D(X₁, X₂) = Euclidean distance between two data points, 
X₁ᵢ and X₂ᵢ = the two attribute values whose distance is to be 
calculated, 
n  = the number of attributes used. 

 

After the distance between each point is calculated, a 

number of k nearest neighbors are selected, then the test data 

is categorized based on the most dominant class of those 

neighbors. The advantages of the KNN algorithm lie in its 

simplicity and adaptability, but its disadvantage is the 

considerable computational time required when the data 

volume increases. 

 

● Naïve Bayes 
The Naïve Bayes algorithm is a classification technique 

based on Bayes' theorem of probability, with the assumption 

that each variable or attribute is independent of one another. 

This approach is used to calculate the probability of a data 

point belonging to a certain category or class based on the 
values of its attributes [7] [10] [8]. The equation is expressed 

as: 

𝑃(𝐻|𝑋) =  
𝑃(𝑋|𝐻)  × 𝑃(𝐻)

𝑃(𝑋)
 

Explanation: 
X = data with indetermine classification 
H = hypothesis asserting that data X is categorized inside a 

particular class 
P(H|X) = probability of hypothesis H contigent upon 
condition X 
P(X|H) = probability of data X contigent upon the hypothesis 
H 
P(H) = probability of hypothesis H 
P(X) = probability of data X 

 

The stages of this process include calculating each class 

based on training data, then determining the class with the 

highest probability value for the test data. The Naïve Bayes 

algorithm is simple but very effective, especially when 

applied to data with large attributes. 

 

● C4.5 
The C4.5 algorithm is a data mining algorithm used to 

classify categories. This algorithm is an extension of the ID3 

algorithm. The C4.5 algorithm works by building a decision 

tree to generate a decision. The decision tree involves the 

process of forming data (tables) into a tree model, then 

converting the tree into rules, and simplifying those rules [7]. 

The formula for calculating information gain is: 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −  ∑
|𝑆𝑖|

|𝑆|
 ×  𝐸𝑛𝑡𝑜𝑟𝑝𝑦 (𝑆𝑖)

𝑛

𝑖=1

 

Explanation: 
S = set of cases 
A = attribute used for splitting 
n = number of partitions of attribute A 
|𝑆𝑖 | = number of cases in partition i 

|S| = total number of cases 

Where: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  − ∑ 𝑝𝑖𝑙𝑜𝑔2𝑝1

𝑛

𝑖=1

 

Explanation: 
S = set of cases 
n = number of partitions of the set of cases S 
𝑝1 = proportion of the set of cases in i relative to S 

 

A higher gain rate indicates that the attribute is more 

effective in separating data. The C4.5 algorithm has the 
advantage of being able to manage continuous attributes, 

handle incomplete data, and perform tree pruning to prevent 

overfitting. 

G. Algorithm Comparison 

At this stage, algorithm performance is assessed using 

classification evaluation measures, including Accuracy, 

Precision, Recall, F1-Score, Confusion Matrix, and AUC-

ROC. This stage aims to measure how well each algorithm is 

able to accurately predict the level of academic stress risk in 
students. Next, the results of the comparison of the three 

algorithms are analyzed to determine the algorithm that shows 

the most optimal performance [1] [10]. 

H. Conclusion 

The conclusion stage is the closing part of the research that 

contains a summary of the analysis results and main findings. 

At this stage, an assessment is made of the performance of the 

K-Nearest Neighbor, Naïve Bayes, and C4.5 algorithms in 
predicting the risk of academic stress among students. The 

results are used to determine the most appropriate algorithm 

based on accuracy and efficiency. In addition, this stage also 

provides answers to the research questions and serves as a 

basis for recommendations for future research. 
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III. RESULTS AND DISCUSSION 

This chapter presents the results of processing the 

psychological survey data of students and the performance 
analysis of each algorithm applied in this study, namely K-

Nearest Neighbor (KNN), Naïve Bayes, and C4.5. The results 

are presented in stages, starting from data collection and pre-

processing, implementation of each algorithm, to model 

performance evaluation based on accuracy, precision, recall, 

F1-score, confusion matrix, and AUC-ROC value. This 

chapter is designed to explain the relationship between this 

study and previous studies, thereby providing a 

comprehensive overview of the capabilities of each algorithm 

in predicting the risk of academic stress among students. 

A. Data Collection 

The data collection process was carried out through a 

psychological survey distributed online using Google Forms 

to active students at Ngudi Waluyo University. The online 

survey method was chosen because it was able to reach a large 

number of respondents and facilitated the data processing 

process [4] [5]. During the data collection period, 700 

respondents completed the questionnaire completely and 

validly. All data was then checked for completeness and 

declared valid to proceed to the next stage, which was pre-
processing of the data. The following data was obtained from 

the questionnaire results. 

 
Figure 1. Questionnaire Results 

B. Data Pre-processing 

Data preprocessing is an important step to ensure data 

quality before it is used in machine learning algorithm 

training and testing. This step is performed using the Python 

programming language through the Google Colab platform. 

The purpose of this step is to prepare the data so that it is 

clean, structured, and ready to be processed by the algorithm. 

The initial process involves checking for empty and duplicate 

data, as well as removing several columns that are not 

important. This process is called data cleaning. The following 

are the results of the initial check in the data pre-processing 

stage. 

 
Figure 2. Data Cleaning Results 

Next, after the data cleaning process, the labeling process 

is carried out by summing the total scores for each question 

on the questionnaire into categories of academic stress risk, 

namely low, medium, and high. The following are the data 

labeling results. 

 
Figure 3. Data Labeling Results 

To address differences in score ranges between features, 

data standardization was performed using the StandardScaler 

method. Data standardization is particularly important for 

distance-based algorithms such as K-Nearest Neighbor 

(KNN) because differences in feature scales can affect 

distance calculations [6]. The dataset was then divided into 

two parts, namely training data and test data, with a ratio of 

80:20. This division was intended to evaluate the algorithm's 
generalization ability against previously unrecognized data. 

The following is the division of training data and test data. 

TABLE III 

DATA DIVISION 

Data Type Number 

Training Data 560 

Testing Data 140 

 700 

C. Algorithm Model Evaluations 

After the data has been processed, the next step is to apply 
three classification algorithms, namely K-Nearest Neighbor 

(KNN), Naïve Bayes, and C4.5 (Decision Tree). To determine 

the performance of each algorithm, an assessment was carried 

out using accuracy, precision, recall, and F1-score metrics, a 

confusion matrix to see the distribution of predictions, and an 

AUC-ROC curve to observe the model's ability to distinguish 

between classes. All of these metrics were used to measure 

how accurate and consistent the algorithms were in 

classifying the stress risk levels of students. 

1) K-Nearest Neighbor (KNN)  

The results of testing the K-Nearest Neighbor (KNN) 

algorithm with a value or distance of K = 5 show that this 

algorithm is capable of producing an accuracy rate of 91.43%. 

The high precision, recall, and F1-score values also indicate 

that K-Nearest Neighbor (KNN) is quite good and effective in 

classifying academic stress data in students, especially in the 

majority class, which is moderate stress. The following are 

the results of testing the K-Nearest Neighbor (KNN) 

algorithm. 
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Figure 4. KNN algorithm evaluation results 

However, the confusion matrix results show that there are 

still some errors in predicting the low stress and high stress 

categories. This is due to data imbalance, where the moderate 

stress category has a larger number of samples. The K-Nearest 

Neighbor (KNN) algorithm performs classification based on 

the proximity of the distance between classes, so that data in 
classes with small numbers or minorities tend to be classified 

into the majority class. The results of this study are in line 

with Permana's (2021) research, which states that the 

performance of K-Nearest Neighbor (KNN) is very sensitive 

to data distribution and data balance. The following are the 

results of the confusion matrix of the K-Nearest Neighbor 

(KNN) algorithm. 

 
Figure 5. Confusion matrix of the KNN algorithm 

The AUC-ROC results show that high values across all 

classes indicate that the K-Nearest Neighbor (KNN) 

algorithm has good class discrimination capabilities. 

However, the performance of K-Nearest Neighbor (KNN) is 

influenced by data distribution and imbalance. K-Nearest 

Neighbor (KNN) is less optimal when compared to other 

probabilistic-based algorithms when applied to psychological 

survey data. Below are the AUC-ROC results of the K-
Nearest Neighbor (KNN) algorithm. 

 
Figure 6. AUC-ROC graph of the KNN algorithm 

2) Naïve Bayes 

The Naïve Bayes algorithm showed the best performance 

compared to the other two algorithms tested in this study, with 

an accuracy rate of 93.26%. The high and balanced precision, 

recall, and F1-score values in each class indicate that Naïve 

Bayes has consistent and stable classification capabilities, 

both in recognizing classes with small numbers and classes 

with large numbers in the student psychological survey data. 
The results of the Naïve Bayes algorithm testing are presented 

visually as follows. 

 
Figure 7. Evaluation results of the Naive Bayes algorithm 

The advantages of the Naïve Bayes algorithm can be 

explained based on the characteristics of the student 

psychological survey data used in the study. Likert scale-

based data tends to have low correlations between indicators, 

so the assumption of feature independence in this algorithm is 

theoretically acceptable [10] [8]. In addition, the Naive Bayes 

algorithm is known to be effective in handling data with large 
sample sizes, as shown in Arya's (2024) study, which 

demonstrated high accuracy in prediction [2]. 

The confusion matrix results below show that most of the 

data in the low stress and moderate stress categories were 

correctly classified by the Naive Bayes algorithm, while the 

classification error rate in the high stress category was 

relatively low. 
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Figure 8. Naive Bayes confusion matrix 

The evaluation results using the AUC-ROC curve show a 
value close to 1, which means that the Naive Bayes algorithm 

has excellent ability in distinguishing each class in the student 

psychological survey data. This study confirms that the Naive 

Bayes algorithm is the most appropriate approach and is very 

suitable for the characteristics of the student psychological 

survey data used in this study. Below is a visual representation 

of the AUC-ROC curve. 

 
Figure 9. Naive Bayes AUC-ROC graph 

3) C4.5 

The C4.5 (Decision Tree) algorithm showed the lowest 

performance compared to the other two algorithms in this 

study, with an accuracy rate of 80.60%. Based on the 

evaluation results, the C4.5 (Decision Tree) algorithm has a 
fairly strong tendency to group data into classes with high 

numbers, namely the moderate stress category, so that its 

ability to recognize classes with small numbers becomes less 

effective and less optimal. The following are the results of 

testing using the C4.5 (Decision Tree) algorithm. 

 
Figure 10. Evaluation results of the C4.5 algorithm 

The confusion matrix results show that the C4.5 (Decision 

Tree) algorithm still experiences errors in distinguishing 

between the low stress and high stress categories, as indicated 

by the presence of data from both classes that are 

misclassified as moderate stress. The following are the 

confusion matrix results of the C4.5 (Decision Tree) 

algorithm. 

 
Figure 11. Confusion matrix of the C4.5 algorithm 

The performance of the C4.5 (Decision Tree) algorithm is 

lower than the other two algorithms due to the characteristics 

of the C4.5 (Decision Tree) algorithm, which is sensitive to 

data imbalance and tends to form rules based on classes with 
large amounts of data [10]. In addition, psychological survey 

data based on the Likert scale is numerical, so the patterns 

formed are far from optimal when processed using 

information gain-based separation. 

Although the C4.5 (Decision Tree) algorithm has 

advantages in terms of algorithm interpretability, the results 

of this study show that the level of accuracy in prediction is a 

more crucial factor. This study is in line with Renaningtias' 

(202) research, which shows that the performance of the C4.5 

(Decision Tree) algorithm is lower than that of the K-Nearest 

Neighbor (KNN) algorithm in predicting the risk of academic 
stress in students [11].  

The AUC-ROC values produced by the C4.5 (Decision 

Tree) algorithm also show suboptimal class discrimination, 

especially in classes with small amounts of data. The 

following is the AUC-ROC curve of the C4.5 (Decision Tree) 

algorithm.. 
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Figure 12. AUC-ROC graph of the C4.5 algorithm 

D. Algorithm Comparison 

At this stage, each algorithm is evaluated for performance 

using classification metrics that include Accuracy, Precision, 

Recall, F1-Score, Confusion Matrix, and AUC-ROC, which 

aim to measure the algorithm's ability to accurately predict the 

level of academic stress risk in students. Then, the results of 

this performance comparison are used to determine the 

algorithm that shows the most optimal performance in 

predicting the level of academic stress risk in students.  
Based on the results of the algorithm evaluation, it can be 

concluded that the Naïve Bayes algorithm is the most 

appropriate and optimal algorithm in predicting the level of 

academic stress risk in students. The advantages of the Naïve 

Bayes algorithm are not only demonstrated by the highest 

level of accuracy, but also by its stability of performance 

between classes and its good and optimal generalization 

capabilities. The K-Nearest Neighbor (KNN) algorithm is in 

second place with fairly good performance, but its 

performance is still affected by the imbalance in data 

distribution. Meanwhile, the C4.5 (Decision Tree) algorithm 
shows shortcomings in handling psychological survey data on 

students, which is numerical and unbalanced. 

From the aspect of algorithm interpretability, 

psychological and behavioral indicators are proven to be the 

most dominant factors in the process of classifying the level 

of academic stress risk in students. This study shows that 

emotional responses, learning behavior patterns, and how 

students cope with academic pressure contribute to 

determining stress levels. This information has high practical 

and strategic value for universities to identify students at risk 

of academic stress. The following are the results of the 

algorithm performance comparison in this study. 

 
Figure 13. Comparison of algorithm performance 

E. Practical Implications 

The results of this study can be used as a basis for analysis 

in systematically evaluating the academic stress experienced 

by students. Information regarding the level of academic 

stress risk obtained from the analysis of psychological survey 

data can be used by universities or academic administrators as 

material for consideration in formulating more responsive 

academic policies, developing student assistance and 
guidance programs, and providing counseling services based 

on actual student data and conditions. 

F. Research Limitations 

This study still has many shortcomings that need to be 

considered in interpreting the results. First, the research data 

source only comes from one university, so the level of 

generalization of this study is only focused on one university 

with different student characteristics and is still very limited. 

Second, data collection was conducted using a self-report 
questionnaire, which allowed for subjective bias among 

respondents, such as respondents giving answers that did not 

reflect their actual psychological condition. Third, the 

classification algorithm used in this study is still very limited 

to the machine learning approach, so future research is 

recommended to examine and compare more modern 

algorithms to produce a more comprehensive, accurate, and 

highly reliable analysis.  

IV. CONCLUSION 

Based on the results of the analysis and discussion, it can 

be concluded that the Naive Bayes algorithm shows the best 
and most optimal performance in predicting the level of 

academic stress risk among students compared to the K-

Nearest Neighbor (KNN) and C4.5 (Decision Tree) 

algorithms. Naive Bayes has advantages as shown by its 

Accuracy (93.26%), Precision (93.35%), Recall (92.26%), 

and F1-Score (92.80%) values, which are consistently higher 

in almost all prediction classes.  

The superior performance of the Naive Bayes algorithm 

can be explained by the characteristics of the data used in this 

study. The data came from a Likert scale-based psychological 
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questionnaire that had relatively low correlations between 

factors and a stable distribution of values. This is in line with 

the basic assumption of the Naive Bayes algorithm, which 

considers each feature to be independent, enabling the Naive 

Bayes algorithm to effectively calculate class probabilities in 

psychological survey data. 

The K-Nearest Neighbor (KNN) algorithm ranked second 

with an accuracy of 91.43%. The K-Nearest Neighbor (KNN) 

algorithm performed well in classes with large amounts of 
data, especially in the moderate stress category, but its 

performance declined in the minority classes, namely the low 

stress and high stress categories. This was due to the 

sensitivity of the K-Nearest Neighbor (KNN) algorithm to 

data distribution and class imbalance. 

Meanwhile, the C4.5 (Decision Tree) algorithm obtained 

the lowest performance results with an accuracy of 80.60%. 

These results indicate that the C4.5 (Decision Tree) algorithm 

tends to be biased towards the majority class and is less than 

optimal in distinguishing minority classes. The decision tree 

structure that is formed is also relatively shallow, making it 
less capable of capturing complex patterns in 

multidimensional psychological data. 
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