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 Multi agent retrieval augmented generation (RAG) systems are increasingly 

explored as advanced architectures for clinical decision support combining 

information retrieval, reasoning and verification through coordinated agent 

interactions. This study systematically reviews applications of agentic and multi 

agent RAG in clinical decision support systems (CDSS) and synthesizes an 

integrative conceptual framework linking technical design to technology adoption 

considerations. Following PRISMA guidelines, searches were conducted from 

PubMed, IEEE Xplore and ScienceDirect using structured Boolean strings 

combining terms for multi agent architectures, RAG and CDSS.The search yielded 

12 studies published between 2020 and 2025 that met the inclusion criteria. The 

review synthesises evidence on multi agent role configurations retrieval and 

reasoning strategies, verification mechanisms and reported clinical contexts. Across 

studies, dominant challenges include data and corpus limitations retrieval quality 

dependency, limited clinical validation and computational overhead, alongside 

governance concerns such as privacy, bias and accountability. Building on the 

synthesis, we propose a four-agent CDSS framework retriever, reasoner, verifier, 

safety and map its deployment determinants to Technology Acceptance Model 

constructs perceived usefulness, perceived ease of use, trust and diffusion of 

Innovations attributes. The review concludes with design-oriented recommendations 

for safer, explainable, and adoption-ready multi-agent RAG CDSS, particularly for 

low-resource contexts. 
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                                           I. INTRODUCTION 

Artificial Intelligence (AI) is transforming the healthcare 

industry with its potential to enhance diagnostic precision, 

treatment planning and operational efficiency [1]. They help 

nurses and doctors with patient care, clinical guidelines and 

medical literature for diagnosis and treatment. Clinical 

decision support systems are limited by static rule based, and 

inflexible in responding to changing clinical evidence [2]. 

These limitations are especially evident in developing  

countries, where digital infrastructure, data quality, and AI 

literacy are often insufficient to support advanced decision-

support tools [3][4].  

LLMs can synthesise knowledge across vast medical corpora 

but are prone to hallucination, outdated pre-training and poor 

traceability of sources [5]. To address these problems, 

Retrieval-Augmented Generation (RAG) was introduced as a 

framework combining generative reasoning explicitly with 

non-parametric retrieval from verified external sources[6].In 

the field of medicine, retrieval augmented generation (RAG) 

has already been successful in the interpretation of guidelines, 

diagnosis of rare diseases and patient education, consistently 

decreasing hallucinations and improving knowledge 

relevance [7][8]. 
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Despite retrieval, augmented generation (RAG) based 

models making progress towards accuracy and transparency 

in clinical reasoning, they are still limited in scope to single-

agent architectures, unable to deal with more explanations 

that are complicated. Recently, we have proved that single-

agent systems lack significant context understanding and do 

not include proper safety and ethical checks[9][10].To 

overcome these limitations, research has shifted toward multi-

agent architectures, where multiple specialised agents 

collaborate through structured communication to enhance 

reasoning and reliability. These include planner, retriever and 

verifier agent patterns for diagnosis and treatment 

recommendations [11], multi-agent conversational 

frameworks for transparent reasoning and multi-agent 

retrieval augmented generation (RAG) systems for medical 

question answering [12]. 

In this review, a single agent RAG system denotes a single 

pipeline in which one primary language model performs 

retrieval and generate the final output. Agentic/multi agent 

RAG system uses two or more specialized agents that 

coordinate through explicit message passing, shared memory 

or tool call. Agents may operate sequentially to decompose 

the clinical task, retrieve evidence, verify claims and enforce 

safety constraints. This operational definition is applied 

consistently throughout the review to avoid conceptual 

ambiguity and to enable meaningful comparison across 

architectures. As a result, this systematic literature review will 

help fill this gap by synthesising and reviewing the current 

research in multi-agent decision-support systems with RAG. 

The study is guided by the following research questions: 

RQ1.How have multi-agent RAG systems been applied in 

healthcare decision support, and how do they compare with 

traditional systems? 

RQ2.In what ways do multi-agent RAG systems enhance 

explainability, transparency, and clinician trust? 

RQ3. What measurable improvements (accuracy, recall, 

latency) do multi-agent RAG systems achieve over single-

agent or classical approaches? 

RQ4.What human infrastructural and ethical factors influence 

their adoption in low-resource contexts. 

 

                                           II. METHODS  

This systematic review followed PRISMA reporting 

guidance and applied a pre-specified review protocol defining 

the research questions, eligibility criteria, screening steps, and 

synthesis approach[14]. 

A. Search Strategy 

A comprehensive search was conducted in three academic 

databases ScienceDirect, IEEE Xplore and PubMed. The 

search strategy combined key terms related to our research 

focus ("multi-agent system" OR "multi-agent architecture") 

AND ("retrieval augmented generation" OR RAG) AND 

("decision support system" OR "clinical decision support"). 

The search covered January 2020 to September 2025, 

restricted to the English language. Studies were excluded if 

they were purely conceptual, non-healthcare focused, single 

agent systems or lacked decision support relevance. Title and 

abstracts were screened first, followed by full text eligibility 

assessment. Figure 1 summarises the PRISMA flow and 

selection decisions. 

B. Inclusion and Exclusion Criteria  

TABLE I  

 INCLUSION AND EXCLUSION CRITERIA 

Criteria  Inclusion Exclusion 

Publication 

status  

Published, peer-reviewed, 

journal articles , 

Unpublished work 

Type of paper Peer-reviewed journal 

articles, conference 

proceedings, 

Editorials, opinion 

pieces, letters, books  

Research Area The primary focus is on 

healthcare, clinical 

decision 

Studies focused on 

other domains, even 

if they use multi-

agent RAG 

architectures. 

Subject Areas  Computer science 

,Nursing and health 

professionals 

Finance, supply 

chain ,general 

education  

Core 

Technology 

RAG, multi agent 

architecture  

 discuss on of the 

core components  

multi agent system 

C. Critical Appraisal 

Each study was critically assessed using the Critical 

Appraisal Skills Programme (CASP) checklist to evaluate 

methodological validity, transparency, and potential sources 

of bias. Two reviewers independently appraised and scored 

each paper, achieving a Cohen’s κ of 0.83, which indicates 

substantial inter-rate agreement. Studies that scored 8 out of 

10 or higher on the CASP criteria were categorised as high 

quality, while those scoring 6–7 out of 10 were classified as 

moderate quality. Data extraction captured clinical domain, 

target users, knowledge sources, retrieval method, agent roles, 

evaluation design, metrics and reported deployment 

considerations. We performed a structured comparative 

analysis across architectures, clinical context and applied a 

thematic coding step to derive across cutting patterns. The 

proposed four agent framework was derived by mapping 

recurring functional roles observed in the included studies to 

a minimal, implementable CDSS architecture and then 

aligning external adoption factors with TAM and Diffusion of 

Innovations constructs. 

D. Identification  

The database search retrieved 191 research papers, 145 

from ScienceDirect, 50 from IEE Xplore and 6 from PubMed. 

The research papers were exported in RIS format and 

imported into Mendeley Reference Manager to remove 

duplicates.   There were zero duplicates. 
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E. Screening 

191 research papers were imported into Mendeley 

Reference Manager for screening. Screening was then carried 

out at the title and abstract level based on the predefined 

inclusion and exclusion criteria derived from the research 

questions. Each study was evaluated for its relevance to multi-

agent medical decision-support systems using Retrieval-

Augmented Generation (RAG). Papers were tagged as 

Include_TA or Exclude_TA using Mendeley’s tagging 

function. Studies tagged as Include_TA described RAG or 

retrieval-grounded large language models incorporating 

multi-agent architectures, applied within a healthcare or 

decision-support context, and published between 2020 and 

2025. Papers were tagged as Exclude_TA if they lacked a 

retrieval component, did not involve multi-agent or agentic 

frameworks. The screening process excluded 156 papers, 

leaving 35 studies for full-text eligibility assessment. 

F.Eligibility 

Full text eligibility assessment was conducted for the 35 

studies from the screening stage. Each paper was read 

carefully to see if it explained the method clearly and used 

reliable techniques. The paper was eligible if it used or 

explained a RAG system and applied it in a medical or clinical 

decision support setting. The system included multiple agents. 

The study evaluated or discussed the trust and safety of the 

system. Common reasons for excluding papers were no real 

RAG or multi-agent system, no multi-agent or decision 

support focus. After a full text, 12 studies met all eligibility 

criteria and were included, while 23 studies were excluded 

because they did not meet the eligibility criteria. 

G.Included 

After applying the screening and eligibility criteria, 12 

studies were included in this systematic literature review. The 

included studies address the focus areas of the research 

questions on the role of multi-agent medical decision support 

systems using RAG.The limited number of included studies 

reflects the nascent state of empirical research on multi-agent 

RAG systems in healthcare rather than deficiencies in the 

search strategy, underscoring the early-stage maturity of the 

field. 

                  III. RESULTS AND DISCUSSION 

The delimitation is shown in the following PRISMA 

flowchart by [15] in Figure 1: 

 

Figure 1: PRISMA results

   

TABLE II 

PAPERS THAT MET THE INCLUSION CRITERIA

AUTHOR/ 
YEAR 

ORIGIN DATASET AIM OF STUDY ALGORITHMS OPPORTUNITIES  LIMITATIONS/ 
CHALLENGS 

[16] USA Rare disease 

cases 

PubMed text 

To Evaluate RAG 

enhanced 

ChatGPT 
(RareDxGPT) for 

rare disease 

diagnosis 

• FAISS RAG 

retriever 

• GPT-3.5 

• Prompt variants  

• Potential to 

support rare-
disease clinicians 

• enhance early 

diagnosis  

• reduce diagnostic 

odyssey in 
underserved 

regions 

• Small dataset(30 disease) 

• Limited generalisability  

• GPT-3.5 constraints 
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[17] Germany Orthopaedic 

clinical 

guidelines 

Develop RAG 

chatbot for 

orthopaedic 
guidance 

• LGPT-4o 

• Qdrant 

• RAGAS evaluation 

• Scalable patient 

education tool 

• can reduce 

clinician 

workload 

• adaptable to other 

specialties 

• Corpus limited to German 

guidelines  

• Performance variations 

by topic  

[18] USA Patient portal 

text 

emergency  

Detect 

emergencies in 

patient messages 
using KG-RAG 

• Multi-level KG-

RAG with local and 

global search 

•  

• Deployable triage 

automation  

• can reduce delays 

in emergency 

care 

•  scalable to call 

center triage 

• KG maintenance 

overhead 

• missing drug–drug 

interactions caused 

misclassification 

[19] Netherlan
ds/Switze

rland 

HER data 
elements  

Controlled 

medical 
vocabularies 

Map clinical data 
elements to 

controlled 

vocabularies 

•  Multi-agent RAG 

(query 

decomposition, 

ensemble 

retrievers, 

knowledge 
reservoir) 

• Enabling 

interoperability;  

• foundational for 

EHR 

harmonisation & 
AI analytics 

pipelines 

• Complexity of composite 

CDE linking 

•  large vocabulary 

management 

[20] USA/Ger

many 

Diagnostic 

dataset 
Biomedical 

ontology and 

literature 

Broad diagnostic 

support for rare & 
long-tail diseases 

• Retrieval 

based(PubMed and 

UMLS)RAG 

• Powerful 

diagnosis support 

where labelled 

data is 
unavailable 

•  scalable to global 

disease sets 

• Retrieval quality critical 

•  no real clinician 

evaluation                       

[21] Morocco/

France 

Multilingual 

clinical 

transcripts 
Speech to text 

Improve 

transcription + 

compliance 
retrieval 

• Whisper ASR  

•  sentence RAG 

• Supports 

multilingual 
clinical settings 

• Multilingual ASR 

challenges 

• KG gaps 

[22] USA Case 

vignettes 
Knowledge 

repositories 

Evaluate multi-

agent RAG 
diagnostic 

reasoning 

 

• Planner,retriever,ve

rifier agent pipeline 

• Framework 

adaptable to 
specialty-specific 

AI assistants 

• Limited clinical trial 

validation 

[12] Global Multi task 
benchmark 

Clinical 

guidelines 

Benchmark multi-
agent RAG vs 

standard LLMs  

• Multi-agent 

retriever, verifier, 

reasoning modules 

• Basis for 

medical-grade 

reasoning agents 

• supports 

guideline aligned 
outputs 

• Domain-specific corpora 

needed  

• possible latency trade-

offs 

[23] USA Radiology 

multimodal 

dataset 

Combine imaging 

+ text retrieval to 

enhance diagnosis 

• Multimodal RAG 

with structured 
retrievers 

• Potential for 

radiology copilots  

• interpretable 

image-text 

integration 

• Large annotated imaging 

datasets are required 

[7] India QA dataset 

Clinical 

guideline 
documents 

Benchmark RAG 

vs standard LLM 

in medical QA 

• Dense retrieval  

•  RAG pipeline 

• Can support 

clinical 
education,  

• guideline 

retrieval, rapid 

Q&A 

• Limited scope (QA only) 

[24] China Multimodal 

imaging 
dataset  

Combine imaging 

+ text reasoning 
• 6-agent multimodal 

RAG 

• Radiology co-

pilots 

• interpretable 

multimodal 
reasoning 

• Requires large annotated 

imaging datasets 

 

 

                   



JAIC e-ISSN: 2548-6861    175 

 

Multi-Agent Retrieval Augmented Generation for Clinical Decision Support: A Systematic Review and Integrative Conceptual 

Framework (Tarisai Mugambiwa, Belinda Ndlovu) 

A. Geographical Distribution of Included Studies 

Figure 2 shows the geographical distribution of 12 studies on 

continents from 2020 to 2025 

 

Figure 2: Distribution of Continents                                                                            

Figure 2 shows the geographic distribution of 12 of the 

included studies. The number of publications was highest in 

North America, with five papers, indicating that the region 

has a high level of research on retrieval-augmented generation 

(RAG) and multi-agent clinical AI systems. Asia and Europe 

yielded two papers and their contributions were of a moderate 

nature, largely concentrated in clinical question answering 

and multimodal oncology models (Asia), orthopaedic patient 

education or data standardisation (Europe). Africa provided 

one publication through a Morocco/France partnership based 

on multilingual breast cancer RCPs.  

B. Algorithm Category Used 

Table III presents the algorithmic techniques applied across 

the included studies.  

TABLE III 

ALGORITHM CATEGORIES AND TYPES  

Study Vector 

RAG 

KG-

RAG 

IR-

based 

RAG 

Multi 

Agent 

Multimodal 

RAG 

[16]      

[17]      

[18]      

[19]      

[20]      

[21]      

[22]      

[12]      

[23]      

[7]      

[24]      

[8]      

 

The algorithms categorised in Table III are further visualised 

in Figure 3. 

 

Figure 3: Algorithms  

Figure 3 shows a distribution of the algorithm categories 

and types used in 12 studies. Vector-based RAG techniques 

are also the most prevalent and appear in 11 studies, 

emphasizing their relevance in the system design of clinical 

RAG at present. These are FAISS-based retrieval, Qdrant 

dense retrieval, PubMed/UMLS retrieval, Whisper + 

sentence-level retrieval, and other embedding-based retrieval 

pipelines. The prevalence represents the fact that most 

medical RAG systems heavily rely on dense vector search as 

the basis for model outputs. The next most common 

architecture was a multi-agent, implemented in four studies. 

Several well-coordinated agents, e.g., planners, retrievers, 

verifiers, or multimodal reasoning parts, supported these 

systems often. IR-based RAG and KG-RAG methods were 

not as frequent, existing only in two studies. IR-based RAG 

employed traditional sparse retrieval (e.g., PubMed, UMLS, 

keyword-based pipelines), and the KG-RAG framework 

leveraged domain-specific knowledge graphs to enhance 

semantic grounding, primarily in triage cases or multilingual 

clinical documentation contexts. A single study identified 

multimodal RAG incorporating imaging and text data, 

emphasizing that multimodal clinical RAG is in an early stage 

despite its massive potential for use in radiology and oncology 

 

C. Challenges  

Table 4 summarises the major categories of challenges 

identified across the included studies.  
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TABLE IV 

CATEGORISING CHALLENGES 

Challenges Category Grouped Challenges 

Data limitations and 

Generalisability 

• Small dataset (30 diseases)  

• Limited generalisability  

• Corpus limited to German 

guidelines  

• Domain-specific corpora needed  

• Limited scope (QA only)  

• Domain narrower; limited real-

world testing  

• Large annotated imaging datasets 

required 

Knowledge source 

and KG constraints 

• KG maintenance overhead  

• Missing drug–drug interactions 

caused misclassification  

• Dependent on knowledge graph 

completeness  

• KG must be continuously updated; 

domain gaps exist  

• Large vocabulary management  

• Complexity of composite CDE 

linking 

Retrieval quality and 

Model dependency  

• Retrieval quality critical  

• GPT-3.5 constraints  

• Domain-specific corpora needed  

• Performance variation by topic 

Lack of clinical 

validation /real world 

evidence 

• No real clinician evaluation  

• Limited clinical trial validation  

• No real-time clinical testing 

Computational and 

scalability constraints 

• Computationally demanding  

• Possible latency trade-offs 

Safety, Risk and 

misclassification 

issues  

• Missing drug–drug interactions 

caused misclassification  

• Dependent on incompleteness of 

corpora / KG gaps 

 

Figure 4 illustrates the frequency of challenges categories 

reported 

 

Figure 4: Challenges across Studies 

The distribution of challenges identified for all 12 included 

studies is presented in Figure 4 and Table IV. Limitations in 

data were the most commonly reported issues, which were 

mentioned in seven studies, the analysis finds. Such 

constraints occurred through small datasets, language-

restricted corpora, and the need for large annotated imaging 

or domain-specific resources, limiting generalisability. 

Knowledge-source constraints constituted the second largest 

category 6 studies, indicating chronic challenges in creating 

and maintaining knowledge graphs, incomplete vocabulary 

coverage, and the challenge of linking composite factors 

contained in various clinical data. However, retrieval and 

model-dependency problems were found in 4 studies in which 

system performance was significantly correlated with 

retriever quality, underlying LLM constraints, and even topic 

sensitivity. Another trio of studies found no clinical or real-

world validation, suggesting that most systems are not tested 

in an environment other than research. Also, computational 

and scalability limitations were observed, especially in cases 

where multi-agent pipelines or large retrievers were required, 

which also was a factor for high computational overhead to 

use. Two studies reported risks of safety and 

misclassification, largely due to incomplete corpora, absent 

drug interactions and missing knowledge representations.  

D.Opportunities 

Table V outlines the main opportunity areas emerging from 

the reviewed studies. 

TABLE IV 

OPPORTUNITIES IN THEMES  

Theme Opportunities 

Diagnostic 

Enhancement and Rare 

disease Clinician’s 

• Potential to support rare-disease 

clinicians 

• Enhance early diagnosis 

• Reduce diagnostic odyssey in 

underserved regions 

• Powerful diagnosis support where 

labelled data is unavailable 

• Scalable to global disease sets 

Patient Education and 

Communication 

Support 

• Scalable patient education tool 

• Can reduce clinician workload 

• Adaptable to other specialities 

• Supports multilingual clinical 

settings 

Triage Automation and 

Workflow Efficiency  

• Deployable triage automation 

• Can reduce delays in emergency 

care 

• Scalable to call-centre triage 

Interoperability and 

Health System 

Integration 

• Enabling interoperability 

• Foundational for EHR 

harmonisation and AI analytics 

pipelines 

Multimodal and 

Domain Specific 

Decision Support  

• Potential for radiology copilots 

• Interpretable image-text integration 

• Interpretable multimodal reasoning 

• Can support clinical education 

• Supports guideline retrieval 

• Enables rapid Q&A 

 

Table IV summarises the 23 opportunities that emerged from 

the included studies, which are grouped into six overall 

0
1
2
3
4
5
6
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Challenges Across Included Studies
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themes. Diagnostic enhancement emerged as a key 

opportunity, particularly when it comes to supporting rare-

disease clinicians and enabling early detection, and improving 

diagnostic performance, especially in settings with low labels 

or in underserved areas of the population. There were some 

identified opportunities for patient education and 

communication support in multiple studies, in terms of 

scalable RAG-driven educational tools and multilingual 

support. Another major theme was triage automation, with 

systems showing promise in minimizing emergency care wait 

times and helping run call center. The interoperability 

oriented opportunities focused on the contribution of the RAG 

system to facilitate EHR data harmonization and enrich 

analytics pipelines. Agentic clinical reasoning and specialty-

specific agents were seen as ushering in a new era of guided 

decision support.  

E. Datasets 

Table VI shows the datasets used across the included studies 

into four main groups. 

  TABLE V1 

DATABASES USED IN STUDIES 

Assigned Category  Dataset  Frequency 

Clinical text dataset -rare disease cases 

-Orthopaedic 

clinical guidelines 

-Patient portal text 

emergency 

-Diagnostic dataset 

-Multilingual 

clinical transcripts 

-Multi task 

benchmark 

-Clinical guidelines 

-QA dataset 

-Clinical guideline 

documents 

11 

Structured/HER & 

knowledge resources 

-EHR data elements 

-Controlled medical 

vocabularies 

-Biomedical 

ontology and 

literature 

-Knowledge 

repositories 

4 

Multimodal imaging 

datasets 

-Radiology 

multimodal dataset 

-Multimodal 

imaging dataset 

2 

Speech/ASR datasets -Speech to text 1 

 

Table VI summarise the distribution of dataset types used 

across the included studies. Most datasets (61.1%) 11 studies 

were clinical text resources, including rare-disease cases, 

PubMed articles, clinical guidelines, QA corpora, and case 

vignettes. A further (22.2%) 4 studies of datasets consisted of 

structured EHR elements and knowledge resources such as 

controlled medical vocabularies, ontologies, and knowledge 

repositories. Multimodal imaging datasets, mainly radiology 

image–report pairs, accounted for (11.1%) 2 studies of the 

resources, while speech data (oncology meeting recordings 

with speech-to-text output) represented (5.6%) 1 studies 

Across the reviewed studies, multi-agent RAG systems 

demonstrated consistent advantages over single-agent and 

classical approaches in tasks requiring complex reasoning, 

evidence verification, and transparency. While single-agent 

RAG improved factual grounding, multi-agent architectures 

further reduced hallucinations, enhanced traceability, and 

enabled modular safety checks. However, these benefits were 

accompanied by increased computational overhead and 

infrastructure demands, indicating a trade-off between 

reasoning robustness and deployability. This comparative 

pattern highlights that multi-agent RAG systems are most 

suitable for high-risk, knowledge-intensive clinical decision 

support rather than lightweight or real-time applications. 

 

B. Discussion 

The following section discusses the findings from the sections 

A–E in relation to the four research questions guiding this 

review. 

RQ1.How have multi-agent RAG systems been applied in 

healthcare decision support, and how do they compare with 

traditional systems? 

The Netherlands/Switzerland applied a multi-agent RAG 

framework to represent clinical data elements in controlled 

vocabularies. Various agents executed query decomposition, 

ensemble retrieval, and knowledge consolidation, which 

allowed for the accurate mapping of atomic and composite 

CDEs [19]. This makes multi-agent RAG a decision support 

infrastructure tool, which promotes interoperable EHRs and 

analytics[25]. The rheumatology applied a planner, retriever, 

verifier pipeline in which one agent plans the diagnostic task, 

another retrieves targeted evidence, and a speciality specific 

approach promotes sophisticated stepwise clinical reasoning 

over straightforward question answering, and directly 

supports how clinicians assess competing hypotheses[26]. 

The global multi-agent model [12] was a benchmark of a 

multi-agent retriever , verifier , reasoning module compared 

to standard LLMs.The retrieval, reasoning, and verification 

integrated together within coordinated agents, the system 

would be able to manage heterogeneous tasks such as 

guideline interpretation, summarisation, and differential 

diagnosis, all within a single framework[27]. The Chinese 

HCC imaging [24]applied a six-agent multimodal RAG 

design, where agents specialised in handling imaging 

features, textual reports, and reasoning over combined 
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evidence. Here, multi-agent RAG bridged radiology and 

clinical context, supporting decisions such as microvascular 

invasion assessment[23][24]. 

 

1) Diagnostic Enhancement and Rare disease support  

Multi-agent and RAG-supported systems present 

substantial benefits in the context of diagnostic decision 

support for rare and long-tail diseases where classical 

algorithms are not applicable. In [16]  retrieval augmentation 

enhanced the diagnostic accuracy from 37% to 40% by 

grounding model predictions in verified biomedical literature, 

which is not provided by classical rare-disease tools and 

standalone LLMs. [20] CliniqIR showed that retrieval-based 

decision support outpaced Clinical BERT for rare conditions, 

mitigating long-tail distribution obstacles that traditional 

machine learning models cannot accurately address. Multi-

agent frameworks also advanced diagnostic reasoning [22] 

[24] by sharing tasks among planner, retriever, verifier, and 

multimodal agents that collectively produced more consistent, 

interpretable diagnostic explanations than traditional CNNs. 

In general, multi-agent RAG systems provide better factual 

support for diagnosis compared to their classical counterparts, 

the accuracy on rare cases is high, and the reasoning process 

is transparent[13][28]. 

 

2) Patient Educations and Communication Support 

Compared to traditional patient information tools, RAG-

enhanced patient education systems achieved significantly 

greater clarity, accuracy and trust. The orthopaedic RAG 

chatbot [7] obtained high accuracy (4.55/5), clarity (4.77/5), 

trust (4.23/5) scores, and significantly outperformed 

traditional template patient-information leaflets and rule-

based FAQ systems. While standard educational tools provide 

generalised or static data, the RAG approach dynamically 

retrieves guideline-aligned content for the generation of 

customised, evidence-backed explanations. Unlike 

conventional chatbots that follow fixed scripts, RAG systems 

are transparent in their source citations. Multi-agent 

frameworks were not explicitly employed in [7], however the 

well-demonstrated strengths faithfulness, grounding and 

clarity lay the groundwork for future agentic extensions 

which support additional interpretability[14]. Overall, RAG-

supported patient education tools have been shown to provide 

better communication quality and usability compared to 

traditional static or rule-based educational 

systems[29][30][31]. 

 

3) Triage Automation and Workflow Efficiency 

In emergency triage and workflow automation, the RAG 

and KG-RAG systems exhibited enhanced performance 

relative to regular keyword based or machine-learning triage 

models[32].[18] Demonstrated excellent performance 

accuracy 0.99, sensitivity 0.98 and specificity 0.99 which 

significantly exceed clinician-coded rules and  classifiers 

found in patient-portal triage[33][34]. Combining 

hierarchical KG retrieval, the system identified emergencies 

with better accuracy than conventional heuristics, which 

missed more subtle clinical cues. While not a complete multi-

agent pipeline, modular KG-RAG design imitated multi-agent 

behaviour decomposing tasks and checking the signals 

through graph structures[35]. In summary, triage automation 

is very much part of a space in which RAG-enabled systems 

provide impressive improvement in performance and robust 

opportunities for multi-agent expansion for the future[13]. 

 

4) Interoperability and Health Integration 

In both interoperability and controlled terminological 

mapping, multi-agent RAG systems significantly 

outperformed traditional rule [13][36]. [19] Adopted multi-

agent architecture combined query decomposition, ensemble 

retrieval, and verification to achieve a 7.2% improvement to 

accuracy in their mapping over traditional terminological 

mappers. Classical platforms have been reported to fail on 

composite clinical information elements, multi-agent RAG 

combines distributed reasoning and cross-referencing for 

resolving complex mappings. In addition, in [21] multilingual 

and compliance-related retrieval showed that RAG is able to 

manage complex documentation environment that non classic 

approach of using the NLP system due to language barriers. 

In combination, these multi-agent and retrieval-augmented 

designs offer an alternative flexible, context-aware alternative 

to the brittle unidirectional classical analogous systems that 

fail to accommodate heterogeneous sources of clinical 

knowledge[9][10][37]. 

 

5) Agentic Clinical reasoning and Specialty Specific 

Agentic RAG systems showed distinct advantages in 

clinical reasoning tasks requiring structured, explainable, 

guideline-aligned outputs. In [22], a planner, retriever and 

verifier pipeline improved reasoning stability by mirroring 

clinical thought processes. Defining the problem gathering 

evidence, and verifying against guidelines. Similarly, [12] 

(MAIN-RAG) used coordinated retriever, verifier, and 

reasoning agents to reduce hallucinations and increase 

guideline alignment across diverse clinical tasks. Traditional 

LLMs and classifier-based models cannot separate reasoning 

from verification, making them more prone to errors and 

unsupported claims[38][39].Multi-agent RAG architectures 

enforce hierarchical reasoning and evidence validation, 

producing outputs that are safer, traceable, and more clinically 

defensible[10][40]. These properties make multi-agent RAG 

systems a promising foundation for specialty specific AI 

assistants that require high levels of reliability and 

transparency[13]. 

 

6) Multimodal and Domain Specific Decision Support  

The multimodal clinical decision support tasks, systems 

must be capable of combining imaging, text and structured 

data [13]. [24] introduced six-agent HCC imaging systems 

which achieved better prediction of microvascular invasion 
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through the role of agents that was assigned for imaging 

features, textual evidence and cross modal fusion[41]. This 

allowed for image text reasoning, which cannot be achieved 

with standard CNNs or text-based algorithms. In Multimodal 

RAG accordingly is a significant improvement compared to 

conventional unimodal tools, which provide richer and more 

interpretable domain-specific decision support [23][42]. 

 

 RQ2.In what ways do multi-agent RAG systems enhance 

explainability, transparency, and clinician trust? 

The multi-agent RAG systems enhances explainability in 

the planner, retriever and verifier frameworks [22][12]. 

Decomposing the reasoning process into modular steps meant 

that for every diagnostic or interpretive decision, clinicians 

could follow how it resulted[43]. The planner agent initially 

formulated the clinical problem, the retriever retrieved 

domain-relevant evidence and the verifier agent verified the 

internal consistency of the output[13]. This stepwise 

reasoning is more intuitive for clinician thinking than end-to-

end LLMs or classical predictive models, making complex 

decisions accessible[29]. The explainability in [24] was 

further enhanced with the use of multimodal agent 

specialisation where different agents handled imaging, textual 

data, and fusion reasoning. This made it clear how 

radiological patterns and textual evidence worked in relation 

to the overall prediction[23]. In contrast to traditional 

systems, which typically give a numeric prediction or a hard 

rule without rationale multi-agent RAG, systems generate 

interpretable paths of reasoning, ensuring that their decisions 

are more explainable[40]. 

Transparency was enhanced mainly thanks to output 

associated with evidence and auditing intermediate reasoning, 

components generally observed in multi-agent and RAG-

based systems.[16] These explanations were directly 

connected to retrieved biomedical literature so clinicians 

could study sources of information behind diagnostic 

suggestions. [7] Evaluated transparency using RAGAS 

metrics and was found to be highly faithful with appropriate 

context. In [12][22]the intermediate agent outputs steps to 

plan, retrieved evidence, verification results were the subjects 

of analysis and would allow for auditability that was not 

possible with monolithic ML systems. Multimodal [23][24] 

also added transparency by demonstrating how the image 

features were connected to text retrieval in order to draw a 

conclusion.  

Clinical trust was enhanced when systems were shown to 

be accurate, reliable and perform safely with multi-agent 

RAG architectures[13]. Trust enhanced in [7] due to the 

generation of correct responses, and a guideline-linked 

response, with clinicians rating clarity and trust greater than 

4.2/5. Verification agents were vital in [22][12] clearing 

unsupported outputs and preventing hallucinations the single 

greatest barrier to building clinician confidence in AI. KG-

RAG systems [18] enhanced trust even further, by centering 

triage decisions in biomedical ontologies with almost perfect 

sensitivity and specificity, something that the clinical 

community finds appealing during emergencies. Clinicians 

trust outputs more in multimodal domains [24] because 

multimodal agent reasoning lets clinicians see exactly how 

imaging observations are combined with text-based evidence 

informed predictions. 

 

RQ3. What measurable improvements (accuracy, recall, 

latency) do multi-agent RAG systems achieve over single-

agent or classical approaches? 

Multi-agent and retrieval-augmented systems 

demonstrated measurable performance improvements over 

both single-agent and traditional machine learning 

approaches, particularly in accuracy, recall and reasoning 

reliability. Rare disease diagnosis improved from 37% to 40–

43% with retrieval augmentation [16], while multi-agent 

frameworks for clinical data mapping achieved a 7.2% 

accuracy gain over rule-based methods [19], and retrieval-

based long-tail diagnostic support outperformed Clinical 

BERT on rare classes [16]. Emergency triage using KG-RAG 

achieved near-perfect performance (Accuracy 0.99; 

Sensitivity 0.98; Specificity 0.99), far exceeding keyword-

based triage systems [18]. Multi-agent systems such as 

planner, retriever and verifier pipelines reduced 

hallucinations and improved reasoning consistency compared 

with single-agent LLMs [22][12], while multimodal multi-

agent models demonstrated superior diagnostic performance 

by integrating imaging and text more effectively than 

classical CNN-based or text-only systems [23][24]. Although 

multi-agent pipelines introduced modest latency increases in 

some settings [12], these trade-offs were outweighed by 

significant gains in accuracy, robustness, and factual 

grounding. Overall, the evidence shows that multi-agent RAG 

systems consistently outperform classical and single-agent 

models in clinical decision-support tasks, offering safer, more 

accurate and better-grounded outputs[44][45]. 

 

RQ4.What human infrastructural and ethical factors 

influence their adoption in low resource contexts. 

High-level infrastructural constraints emerged as serious 

challenges of multi-agent RAG systems in low-resource 

settings for the implementation  [46][47].It has been shown in 

several studies that multi-agent and multimodal models are 

resource consuming and difficult for under-resourced 

healthcare systems in which the computational capabilities 

are limited in scale. The multimodal HCC 6-agent system 

[24], for example, relied on high-performance GPUs and 

large annotated imaging datasets, restrictions that limit 

deployment beyond advanced radiology centres. Similarly, 

knowledge-graph-based RAG models [18] also necessitated 

constant graph maintenance in addition to ontology updates 

and reliable storage systems, such as the kind that are 

generally absent in rural and low-income healthcare settings. 

[12] also emphasised that multi-agent verification pipelines 

result in extra computational overheads that may strain 
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limited server capacity. Infrastructure shortfalls go beyond 

just computation[21] demonstrated that multilingual 

oncology documentation systems rely on consistent internet 

connections, stable ASR pipelines, as well as robust data 

integration layers. Collectively, the result shows that low-

resource healthcare environments often do not provide the 

digital infrastructure computing power, network reliability, 

data storage, EHR maturity, and technical tools for 

maintenance that modern multi-agent RAG systems require 

for safe and efficient deployment[48][49]. 

Ethical aspects contribute to the successful implementation 

of multi-agent RAG systems in low-resource environments 

that relate to data integrity, safety, and fairness. Several 

studies flagged biases in training data, including in [16] the 

rare-disease dataset contained only 30 conditions, leading to 

issues of representativeness and fairness, or in [18][21] the 

absence of knowledge-graph links or lack of multilingual 

coverage might create danger such as misclassification or 

unsafe recommendations. The addition of verification agents 

in [22][12]reduced hallucinations, but the lack of such 

safeguards in low-resource configurations may increase 

clinical risk. Ethical governance issues also relate to 

transparency for clinicians working in such settings, digital 

literacy may be scarce, meaning they may struggle to make 

sense of evidence-linked outputs or judge the trustworthiness 

of the system [50]. Privacy concerns are exacerbated in 

regions where cloud-based access is needed, or where 

external storage is required, and where data privacy 

regulations do not exist[51]. The importance of authentic 

clinician validation as an ethical principle may be lost on 

resource-constrained settings facing the fast digitisation 

challenges [20]. In general, ethical adoption requires data 

quality, no bias,  and transparency[52]. 

To move from prototypes to deployable CDSS, ethical 

governance should be anchored to established healthcare 

requirements rather than generic principles. At a minimum, 

systems should implement medical device software risk 

management lifecycle controls, for example, SaMD-oriented 

risk management and software lifecycle processes [53]. 

Clinical safety management should include documented 

hazard analysis for misclassification, hallucination risks, and 

data protection compliance covering consent, access logging, 

retention, and cross-border data transfer [54].  

G. Conceptual Framework for Multi Agent RAG in Clinical 

Decision Support 

The proposed four-agent framework is not introduced as a 

speculative design but is systematically derived from the 

literature synthesis. Across the reviewed studies, recurring 

functional roles were identified, including evidence retrieval, 

clinical reasoning, factual verification, and risk or safety 

control. These roles appeared consistently across diverse 

implementations, albeit under different labels and 

configurations. By abstracting these recurring functions, the 

review consolidates them into a minimal yet implementable 

architecture comprising retriever, reasoner, verifier, and 

safety agents. The framework therefore represents a synthesis 

of empirical design patterns observed across studies rather 

than an independently proposed system. 

The proposed framework is systematically derived from 

the literature synthesis and is summarised through the role to 

evidence mapping in Table VI 

 

 

Figure 5: Conceptual Framework   

Figure 5 displays an abstract of the Multi-Agent Retrieval-

Augmented Generation (RAG) based approach to clinical 

decision support. In the core of the model, we propose a 

Multi-Agent RAG Decision Support System, with dedicated 

agents that act as facilitators of varied levels of clinical 

reasoning. In order to ground the model with credible 

evidence, the retriever agent can be grounded in authoritative 

external knowledge resources, such as clinical guidelines, 

biomedical literature. The reasoner agent aggregates these 

retrieved elements to develop hypotheses or preliminary 

clinical conclusions. The verifier agent examines these 

outputs for evidence, which reduces hallucinations and 

increases credibility. A safety agent who takes oversight is 

responsible for checking for ethical risks, clinical hazards and 

guideline violations, before any information is delivered to 

the user. The contextual factors that will affect the adoption 

and performance of the core system are usability, ethics, 

infrastructure and trust. 

TABLE VI:  

MAPPING OF REVIEW FINDING TO THE PROPOSED AGENTS 

Frame

work 

Role derived  Represe

ntative  

studies 

Design implications 

for CDSS 

Compon

ent 

Retrieves 

guideline/liter

ature/ontology 

evidence; may 

use vector, 

KG, or IR 

retrieval. 

[16][17] 

[20][21] 

[8] 

Use curated clinical 

sources; log retrieved 

passages; monitor 

retrieval quality and 

coverage. 

Retrieve

r Agent 

Synthesizes 

retrieved 

evidence into 

clinical 

hypotheses, 

summaries 

[12][22] 

[24] 

Constrain reasoning to 

retrieved evidence; 

structure outputs to 

match clinician 

workflow. 
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Reasone

r agent 

Checks 

factual 

consistency, 

guideline 

alignment, 

and internal 

contradictions 

filters 

hallucinations. 

[12][22] 

[19] 

Implement claim 

checking, cross-

retrieval, or multi-pass 

verification; surface 

uncertainty and 

provenance for audit. 

Verifier 

Agent 

Applies risk 

controls: 

contraindicati

on checks, 

privacy 

controls, bias 

checks, 

escalation to 

clinician. 

[18][24] 

[23] 

Embed safety policies, 

red-flag triggers, and 

escalation pathways; 

align to local clinical 

governance data 

protection requirements. 

 

1) Linking agentic/multi-agent components to TAM and 

Diffusion of Innovations  

To address adoption determinants, we map technical 

components to TAM and Diffusion of Innovations constructs. 

Perceived usefulness is operationalized through measurable 

clinical value diagnostic accuracy, triage performance, 

guideline alignment enabled by the retriever and reasoner 

combination. Perceived ease of use is influenced by workflow 

fit, interaction design, latency, and explainability artefacts 

produced by stepwise agent outputs. Verifier and safety 

agents that provide provenance, contradiction checks, and 

escalation pathways strengthen trust. Within Diffusion of 

Innovations, relative advantage corresponds to improvements 

over rule-based CDSS compatibility reflects integration with 

existing EHR workflows complexity is driven by 

infrastructure demands and multi-agent orchestration. 

  

H. Implications of the Study 

 1) Practical Implications  

Practical implications for CDSS developers and healthcare 

organisations are as follows. Start with evidence curation 

restrict retrieval to authoritative guidelines, formularies, and 

local protocols, and continuously evaluate retrieval quality. 

Pilot in a low-risk where outputs are logged and reviewed by 

clinicians before influencing care. Incrementally introduce 

agent roles begin with retriever, reasoner, then add verifier 

and safety/governance. Implement clinician-centred 

interaction patterns: structured differential diagnosis, and 

transparent provenance links to retrieved sources. Budget for 

latency and compute multi-agent orchestration requires 

caching, asynchronous retrieval, and lightweight models to fit 

low-resource settings. Establish governance versioned 

policies, audit logs, bias monitoring, and clear accountability 

for human override. These steps translate the conceptual 

framework into implementable stages suitable for both high-

resource and low-resource environments. 

2) Theoretical Implications 

This research contributes to the existing research on the 

relationship between multi-agent and retrieval augmented 

generation (RAG) for improving reasoning in artificial 

intelligence (AI). The study adds to theories of clinical 

decision support systems by defining multi agent based 

collaboration and retrieval as ways to facilitate more adaptive 

and explainable intelligence. The results confirm that the 

support the retrieval-augmented generation (RAG) provides 

to multi agent frameworks enables reasoning, knowledge 

verification and contextual learning as opposed to static rule 

based systems. This shifts artificial intelligence (AI) research 

in the healthcare sector from single model automation 

towards distributed cognitive architectures capable of 

dialogue, feedback and self-correction. These findings also 

set a conceptual framework for the exploration of trust, 

fairness and accountability issues in collaborative artificial 

intelligence (AI). These implications may serve as the 

foundation for future theoretical work to develop models that 

measure how multi agent RAG systems reasoning structures 

influence human, artificial intelligence collaboration and 

medical decision-making. 

 

IV. LIMITATIONS FUTURE WORK AND CONCLUSION 

A) Limitations 

This systematic review provides insights into multi-agent 

RAG clinical decision support systems in healthcare. The 

search was restricted to three databases Science Direct, IEE 

Xplore and PubMed. We considered only studies in English 

published from 2020 to 2025, which might have excluded 

other non-English studies. The overall number of studies 

reporting on healthcare based multi agent RAG systems was 

relatively small and limited the generalizability of finding 

across medical specialities. Most of the studies that were 

included were simulation based in comparison to those that 

were clinically implemented, which restricts the applicability 

in practice. A study bias may also be a concern as a number 

of included studies reported good in the majority while some 

have mentioned ethical considerations. The regional 

representation was uneven with few contributions from 

developing countries. These limitations indicate that although 

the review shows the potential of multi agent RAG systems, 

more empirical, multi database and generally representative 

studies should be conducted to confirm its successful action 

in real healthcare environment. 

 

B)  Future Works  

Future research on multi-agent clinical decision-support 

systems using retrieval-augmented generation (RAG) should 

focus on translating promising experimental results into real-

world clinical practice. Based on the studies reviewed, the 

majority of models were still being experimentally validated 

in controlled settings, emphasising the requirement for 

clinical pilot testing to assess usability, reliability and patient 

safety. To keep up with the emerging technologies systems 
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need to take a standardised approach to the evaluation of 

diagnostic accuracy, reasoning transparency and 

computational efficiency to ensure that fair comparisons can 

be achieved on the scale of other domains. There is also a need 

for lightweight multi agent architectures to decrease system 

latency and to make them ready for low resource healthcare 

settings. The integration of knowledge graphs and feedback 

based learning increases contextual understanding. 

Expanding research participation from developing countries 

is essential to develop multi agent RAG systems that resonate 

with the local clinical and technological context. There is a 

need for a deeper understanding of human oversight models, 

bias detection and audit frameworks to guarantee fairness and 

accountability. 

C) Conclusion 

This systematic literature review examined the emerging 

use of multi agent retrieval augmented generation systems in 

clinical decision support. The synthesis shows that 

architectures employing explicit agent roles such as retrieval, 

reasoning, verification and safety offer conceptual advantages 

over single agent RAG systems by improving transparency, 

modularity and safeguards against unverified outputs. These 

properties align well with the requirements of clinical 

environments where traceability and trust are essential. 

Despite this potential current evidence remains limited in both 

scale and maturity. Most reviewed studies rely on small 

datasets, simulation based evaluations or narrow clinical 

contexts. Ethical considerations safety governance and 

regulatory alignment are frequently acknowledged but rarely 

operationalised within system designs. In addition, while the 

in integration of technology adoption perspectives provides 

valuable insight, empirical validation of clinical trust and 

usability remains largely unexplored.Multi agent RAG 

systems may offer more transparent and evidence grounded 

decision support compared to generative models. The 

findings emphasise the importance of modular architectures, 

verification mechanisms and explicit safety agents. For 

researchers and policymakers the review highlights the need 

for standardised evaluation protocols, regulatory aware 

system design and robust empirical studies conducted in real 

world clinical settings. Overall multi agent RAG systems 

should be regarded as a promising yet early stage approach 

requiring significant methodological ethical and practical 

refinement before widespread clinical adoption. 
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