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In the midst of modern financial dynamics, the ability to predict corporate
bankruptcy holds strategic significance, as it directly affects economic stability and
investor confidence. However, the development of a reliable predictive model is
often hindered by the complex nature of financial data, particularly the class
imbalance between bankrupt and non-bankrupt companies. This imbalance causes
models to become biased toward the majority class, thereby reducing their sensitivity
in detecting bankruptcy cases which are, in fact, the most critical for financial
decision-making. This research aims to construct a more balanced and sensitive
bankruptcy prediction model by specifically addressing the issue of data imbalance.
The proposed approach integrates the Random Oversampling (ROS) technique to
equalize class distribution, Chi-Square feature selection to identify the most
informative financial variables, and the Extreme Gradient Boosting (XGBoost)
algorithm as the core predictive model. The dataset used is the UCI Taiwanese
Bankruptcy Prediction dataset, consisting of 6,819 observations and 96 financial
ratio variables. Experimental results show that the Chi-Square method successfully
identified 20 influential variables, including Per Share Net Profit Before, Debt Ratio,
and ROA(B) Before Interest and Depreciation After Tax. The proposed XGBoost
model achieved an overall accuracy of 0.9648 and an Fl1-score of 0.4286,
demonstrating superior performance. These findings confirm that the combination
of ROS, Chi-Square, and XGBoost effectively enhances data balance and prediction
sensitivity for the bankruptcy class. This research is expected to serve as a foundation
for developing financial decision-support systems capable of providing early
warnings of potential corporate bankruptcy.

This is an open access article under the CC-BY-SA license.

l. INTRODUCTION

Corporate bankruptcy prediction has become a strategic
issue in modern financial management, as it directly affects
national economic stability, business sustainability, and
investor confidence [1], [2]. Each year, thousands of
companies across various sectors face bankruptcy, resulting
in massive job losses and significant economic downturns.
Amid the global market dynamics characterized by digital
disruption, currency fluctuations, and regulatory changes
many firms experience liquidity pressures that escalate into
increasingly complex financial distress risks [3], [4]
Historically, a company’s financial condition has often been

assessed through multiple ratios derived from annual financial
statements [5]. This approach is considered practical because
it provides a general overview of corporate performance in
terms of profitability, liquidity, and solvency. However, as
business environments become more complex and analytical
precision grows in importance, researchers have begun to
question the effectiveness of these traditional approaches in
identifying potential bankruptcy risks [6].

To overcome the limitations of conventional approaches,
various bankruptcy prediction methods have been developed
in recent decades. Classical statistical models such as Altman
Z-Score, Springate, and Grover G-Score marked the early
foundations of quantitative assessment for bankruptcy risk
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[7], [8]. However, these traditional approaches are limited in
their ability to capture complex non-linear interactions among
financial variables [9]. With the advancement of
computational technology, machine learning techniques have
increasingly been adopted for bankruptcy prediction.
Algorithms such as Support Vector Machine (SVM), Random
Forest, and Multilayer Perceptron (MLP) have demonstrated
improved predictive accuracy and generalization capability
[10], [11], [12]. Nevertheless, most of these models still face
substantial challenges when dealing with imbalanced
datasets, where the proportion of non-bankrupt companies
significantly exceeds that of bankrupt ones. This imbalance
often leads to bias toward the majority class, thereby reducing
the model’s ability to effectively identify firms with a high
risk of failure [13].

The issue of data imbalance remains one of the major
challenges in financial classification modelling [14], [15].
When the proportion of bankrupt firms is significantly smaller
than that of non-bankrupt ones, the learning process tends to
be biased toward the majority class. To address this issue, an
effective data balancing strategy is essential to enhance the
model’s sensitivity toward minority instances [16]. One
commonly applied approach is the Synthetic Minority
Oversampling Technique (SMOTE), which generates
artificial samples to increase the representation of the
minority class [17]. However, synthetic generation may
sometimes produce instances that do not accurately reflect
real financial conditions, potentially distorting the intrinsic
data distribution. As an alternative, Random Oversampling
(ROS) provides a simpler yet more reliable solution by
duplicating minority samples while maintaining the
authenticity of the original dataset [18], [19]. This method
allows the model to learn from a more balanced class
distribution without introducing the potential noise often
associated with synthetic data.

In addition to class balancing, another crucial aspect in
building a reliable bankruptcy prediction model is feature
selection [20]. The primary objective of this process is to
identify the most relevant variables that can enhance both the
efficiency and predictive accuracy of the model [21]. In this
research, the Chi-Square method is employed to evaluate the
statistical dependence between each independent variable and
the target label. This approach is particularly suitable for
financial datasets that consist of a mix of numerical and
categorical features, as it effectively quantifies the
significance level of each attribute. By filtering out only the
most informative features, the Chi-Square method helps
reduce model complexity, lower computational overhead, and
accelerate the training process without compromising critical
information [22].

After the dataset was optimized through class balancing
and feature selection, the next crucial stage involved
constructing the predictive model. This research adopts the
Extreme Gradient Boosting (XGBoost) algorithm as the core
classifier due to its proven capability in handling large-scale
and non-linear financial data [23]. XGBoost is an ensemble

learning technique that iteratively combines multiple weak
learners to form a robust predictive model. By leveraging the
principle of gradient boosting, the algorithm continuously
refines prediction errors from previous iterations while
incorporating a regularization mechanism to prevent
overfitting, [24]. Compared to other algorithms such as
Random Forest and Logistic Regression, XGBoost
demonstrates superior computational efficiency and more
consistent predictive accuracy, particularly when applied to
financial datasets characterized by complex inter-variable
relationships [25], [26].

Several prior researches have attempted various
approaches to model corporate bankruptcy; however, each
still presents notable limitations. The research by Kaya et al.
(2022) [27] employing a MLP model achieved an accuracy of
approximately 80% in identifying corporate financial
conditions. Although this neural network—based approach
effectively captured complex financial patterns, it failed to
adequately address class imbalance, which reduced its
robustness in real-world scenarios. Rahayu et al. (2023) [15]
emphasized that data imbalance remains a key factor
contributing to reduced predictive accuracy in machine
learning models, even when algorithms such as Logistic
Regression and SVM are used. Furthermore, Kristanti et al.
(2023) [28] demonstrated that ensemble methods, including
Random Forest, can improve predictive stability, but their
performance declines significantly when the minority class is
underrepresented and no balancing technique is applied.
Maulana et al. (2024) [14] proposed a hybrid approach to
handle imbalance issues; however, their findings indicated
that applying SMOTE-based synthetic sampling tends to
increase overfitting and limit the model’s generalization
ability. Based on these researches, there remains a critical
need for an approach that systematically integrates class
balancing, statistical feature selection, and a comprehensive
learning framework to enhance predictive accuracy and
model reliability.

Although ROS, Chi-Square, and XGBoost have been
individually applied in prior prediction researches, this
research contributes by systematically analyzing their
combined and sequential impact within a unified
experimental framework. Instead of proposing a new
algorithm, this research focuses on evaluating how each
methodological stage class balancing and feature selection
affects predictive performance when applied to the same
dataset. By conducting stage-wise comparisons using the
Taiwanese Company Bankruptcy Dataset, this research
provides empirical insights into the trade-offs between
accuracy and sensitivity in imbalanced financial data. This
analytical approach distinguishes the research from previous
works that often assess these techniques in isolation.

Il. METHOD

This research is designed to develop an effective and
reliable corporate bankruptcy prediction model through the
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integration of oversampling techniques and feature selection
within an ensemble-based machine learning framework. In
general, the research stages include: (1) data preparation and
understanding, (2) Exploratory Data Analysis (EDA), (3) data
preprocessing, which involves normalization and handling of
class imbalance, (4) feature selection using the Chi-Square
method, (5) predictive model development using the
XGBoost algorithm, and (6) model performance evaluation.
The complete research methodology is illustrated in Figure 1,
which presents a systematic process starting from data
preparation, class balancing, feature selection, and XGBoost
modeling, to the final model performance evaluation.

-
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Data
Normalization
Split Data

| Training Data | | Testing Data |

Random
QOversampling

Chi-Square

| XGBoost |—)| Model Training |—)| p::’::‘r:laig:‘e

Figure 1. Research Flow

A. Dataset

This research employs the Taiwanese Company
Bankruptcy Dataset [29], which is a publicly available dataset
designed to predict the potential bankruptcy of companies
based on various financial indicators. The dataset contains a
total of 6,819 corporate entities from different fiscal years and
includes 96 numerical attributes, along with a single target
variable indicating the company’s bankruptcy status.

Each attribute represents a financial ratio that reflects the
company’s financial health and operational performance. The
key categories of these attributes include: (1) Profitability
indicators, such as Return on Assets (ROA) before and after
tax, Operating Profit Rate, and Net Income to Total Assets,
which assess a firm’s efficiency in generating profit. (2)
Liquidity measures, such as Current Liability to Current
Assets, which evaluate the company’s ability to meet short-
term obligations. (3) Leverage metrics, including Liability to
Equity and Equity to Liability, which describe the firm’s
capital structure and financial risk. (4) Cash flow indicators,
such as Cash Flow to Total Assets and Cash Flow from
Operations (CFO) to Assets, which illustrate the relationship
between cash generation and asset utilization. (5) Flag
variables, such as Liability, Assets Flag and Net Income Flag,
which signal extreme conditions or potential financial
anomalies.

In addition, the dataset includes dozens of other financial
ratios that collectively provide a comprehensive

representation of a company’s financial health and capital
structure. The target variable in this dataset is labeled
“Bankrupt?”, where a value of 1 indicates that the company is
bankrupt, and 0 denotes that the company is financially stable
(non-bankrupt). An overview of the dataset’s structure is
presented in Table I.

TABLE |
DATASET OVERVIEW
ROA(C) before Eg(ﬁgA)
Bankrupt? interest and interest Equity to
Pt depreciation Liability
. and %
before interest
after tax
1 0.370594 0.424389 0.016469
1 0.464291 0.538214 0.020794
1 0.426071 0.499019 0.016474
0 0.390922 0.445704 0.015663
0 0.508361 0.570922 0.034888
0 0.488519 0.545137 0.065826

The “Bankrupt?” column serves as the target variable. The
subsequent columns contain key financial ratios that act as
predictor variables, such as Return on Assets (ROA), Equity
to Liability, and other ratios that collectively describe the
company’s overall financial condition.

B. Exploratory Data Analysis (EDA)

After the data preparation stage, an EDA was conducted to
understand the characteristics, patterns, and potential
anomalies within the dataset. This phase involved performing
descriptive statistical analysis, assessing data completeness,
and exploring intervariable relationships to identify
underlying financial patterns that could influence the
prediction of bankruptcy.

The first step involved conducting a data completeness
analysis to ensure that no missing values were present, as such
omissions could affect the reliability of the model training
process. Subsequently, the distribution of the target variable
“Bankrupt?” was analyzed using a bar chart generated
through the Seaborn library. This visualization served to
identify the degree of class imbalance between bankrupt and
non-bankrupt companies forming the analytical foundation
for selecting an appropriate data balancing strategy in the
following stage.

The next stage involved a feature correlation analysis using
the Pearson correlation coefficient (r) to measure the strength
of linear relationships among numerical variables. The results
of this analysis were then visualized in the form of a
correlation heatmap, which illustrates the degree of
association between features and helps identify potential
multicollinearity within the dataset.

C. Data Normalization

In this research, a data normalization process was applied
to ensure that all features operate on a comparable scale. This
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step is essential because variations in the numerical range
among variables can cause certain features to dominate
others, thereby affecting the stability of the model’s learning
process. One of the most widely adopted methods is Min-Max
Scaling, which transforms feature values into a standardized
range between 0 and 1. This approach has proven effective for
tree-based algorithms such as XGBoost, as it enhances
convergence speed and maintains numerical stability during
model training. The normalization process was computed
using Equation (1).
r_ X—Xmin (1)

x' =
Xmax—Xmin

Where:
x' =the normalized value,
x = the original feature value,
Xmin = the minimum value of the feature, and
Xmax = the maximum value of the feature.

D. Split Data

After the normalization process, the dataset was divided
into training and testing subsets using a stratified hold-out
validation strategy. The training data were used to build and
optimize the model parameters, while the testing data served
to evaluate the model’s generalization capability on
previously unseen data. The dataset was split into 80%
training data and 20% testing data to preserve the original
class distribution. To prevent data leakage, the scaling process
was fitted exclusively on the training data, while the testing
data were only transformed using the parameters learned from
the training set.

Mathematically, the dataset partitioning process can be
expressed in Equation (2).

D = D¢rgin U Deest » Dergin U Deest = @ 2

This stage ensures that the training and evaluation
processes are conducted independently, allowing the resulting
performance metrics to accurately reflect the true predictive
capability of the model.

E. Random Oversampling (ROS) for Handling Data
Imbalance

The dataset used in this research exhibits a significant class
imbalance, with bankrupt companies representing the
minority class. To mitigate model bias and enhance sensitivity
toward the minority class, ROS technique was applied. ROS
operates by randomly duplicating samples from the minority
class until a balanced proportion with the majority class is
achieved, ensuring that both classes contribute equally during
model training.

Although ROS may increase the risk of overfitting due to
the duplication of minority-class samples, several mitigation
strategies were incorporated into the modeling pipeline. First,
oversampling was applied exclusively to the training set after

data splitting, ensuring that the test set remained untouched
and representative of real-world class distributions. Second,
XGBoost  regularization mechanisms, including L2
regularization  (reg_lambda), controlled tree depth
(max_depth), and subsampling of both observations and
features (subsample and colsample_bytree), were employed
to limit model complexity. These constraints reduce the
model’s tendency to memorize duplicated samples and
encourage more generalized decision boundaries. In addition,
this research also evaluated SMOTE as a comparative
approach. However, ROS was selected as the primary
resampling strategy due to its ability to preserve the original
distribution of financial features, thereby avoiding the
introduction of synthetic patterns that may distort the
underlying data structure.

The conceptual formulation of the oversampling process is
represented in Equation (3).

k
D' = Dmajority U {xilxi S Dminority} 3)

Where:
D' = the oversampled dataset,
Dinajority = the set of samples from the majority class,
Dininority = the set of samples from the minority class, and
k =the replication factor, representing the number of times
minority class samples are duplicated until a balanced class
distribution is achieved.

Through this approach, the class distribution becomes
more balanced, enabling the model to learn patterns from both
classes proportionally without bias toward the dominant class.

F. Chi-Square Feature Selection

To reduce data complexity and retain only the most
informative features, this research employs the Chi-Square
method as a feature selection technique. In the context of
bankruptcy prediction, the primary objective of feature
selection is to identify variables that provide strong and
meaningful signals regarding the likelihood of bankruptcy.
This enables the model to focus on the most relevant attributes
while minimizing the influence of redundant or noisy features
that could otherwise degrade prediction accuracy and
interpretability.

The Chi-Square method quantifies the statistical
dependence between each feature and the binary target label
“Bankrupt?”. In essence, it evaluates how far the observed
frequency (O;) deviates from the expected frequency (E;)
under the assumption that the feature is independent of the
target variable. The Chi-Square test value (x?) for a given
feature can be formulated as shown in Equation (4).

0;,—E; 2
x? = Zi% ©
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Features with higher x2 wvalues indicate a stronger
contribution to class differentiation and are therefore
prioritized for retention in the modelling process. Through
this approach, the Chi-Square method effectively eliminates
less relevant attributes, reduces feature dimensionality,
accelerates the model training process, and often enhances the
model’s generalization capability.

Since the financial ratios in the dataset are numerical in
nature, a normalization process using Min—Max scaling is
applied prior to Chi-Square computation to ensure that all
feature values are non-negative, which is a key requirement
for the validity of the Chi-Square test. This preprocessing step
allows numerical financial indicators to be appropriately
evaluated within the Chi-Square framework without altering
their relative distributions.

Furthermore, the number of selected features is limited to
the top 20 variables with the highest Chi-Square scores. This
threshold is chosen to achieve a balance between preserving
sufficient financial information and reducing model
dimensionality, thereby improving computational efficiency
and mitigating the risk of overfitting. Selecting a fixed
number of top-ranked features also facilitates a more stable
and interpretable model structure, particularly when
combined with a high-capacity classifier such as XGBoost.

G. Extreme Gradient Boosting (XGBoost) Modelling

XGBoost is an Ensemble Learning algorithm based on
Decision Trees that constructs models in a gradual manner
through iterative boosting. Each newly generated tree aims to
correct the prediction errors made by the previous trees,
resulting in a final model that represents a calibrated
combination of multiple weak learners, collectively
producing strong and stable predictions. Mathematically, the
objective function of XGBoost is formulated in Equation (5).

Obj = X, 1, 9) + X1 0(f) ®)

where [(y;, ;) represents the loss function that measures
the deviation between the predicted and actual values, while
U(f;) denotes the regularization term that controls the
complexity of each tree at iteration t.

The configuration of XGBoost parameters plays a crucial
role in optimizing the model’s performance and robustness.
Table Il summarizes the key parameters determined through
grid search along with the rationale behind each choice. The
number of estimators (n_estimators) is set to 300 to balance
predictive accuracy and computational efficiency, ensuring
sufficient model learning without excessive training time. The
maximum tree depth (max_depth) is configured to 7 to control
model complexity, prevent overfitting on the training data,
and enhance generalization capability. A learning_rate of 0.2
is selected to allow gradual and stable weight updates, thereby
minimizing the risk of overshooting the optimal solution.

To further enhance robustness and mitigate overfitting, the
subsample and colsample_bytree parameters are each set to
0.7, meaning that every tree is trained using a random subset

of the available data samples and features. Finally, L2
regularization (reg_lambda) is applied with a value of 1 to
reduce model variance and improve generalization. This
combination of parameters has been empirically found to
deliver a balanced and stable performance on the bankruptcy
dataset utilized in this research.

TABLE Il
OPTIMAL XGB0OOST PARAMETER CONFIGURATION

Parameters Value Description

n_estimators 300 Balancing model accuracy and
computational efficiency

max_depth 7 Controlling model complexity to
prevent overfitting.

learning_rate 0.2 Gradual and stable weight update
process.

subsample 0.7 Enhancing the model’s

generalization capability (using a
subset of data).

Improving the model’s
generalization capability (using a
subset of features).

L2 regularization to reduce model
variance.

colsample_bytree | 0.7

reg_lambda (L2) | 1

H. Performance Evaluation

The model’s performance evaluation was carried out using
the test data, which was excluded from the training phase to
objectively assess its generalization capability. Several
statistical metrics were employed, including Accuracy,
Precision, Recall, F1-score, Confusion Matrix, and the ROC-
AUC curve, to provide a comprehensive overview of the
model’s ability to classify both classes. In addition, a Feature
Importance analysis was conducted to understand the relative
contribution of each variable to the model’s decision-making
process.

1) Confusion Matrix: The confusion matrix is used to
evaluate the classification model’s ability to distinguish
between each category in the test data. This 2x2 matrix
illustrates the relationship between predicted outcomes and
actual conditions, consisting of four main components: True
Positive (TP), True Negative (TN), False Positive (FP), and
False Negative (FN). Several key performance metrics are
calculated using Equations (6) - (9).

TP+TN

Accuracy = TP+TN+FP+FN ©)
Precision = —— @)
TP+FP
Recall = —=~ (8)
TP+FN

F1 =g x LPrecision. Recall ©)

Precision + Recall
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These metrics collectively provide a quantitative overview
of the balance between the model’s precision and recall. In
the context of bankruptcy prediction, where class imbalance
is significant, the interpretation of recall and F1-score become
particularly crucial, as both reflect the model’s ability to
accurately identify bankruptcy cases without being overly
influenced by the dominance of the majority class.

2) ROC and AUC Evaluation: The Receiver Operating
Characteristic (ROC) curve is employed to assess the
classification model’s capability to distinguish between
positive and negative classes. This curve illustrates the
relationship between the True Positive Rate (Recall) and the
False Positive Rate (FPR) across various decision thresholds.
The Area Under the Curve (AUC) value represents the
model’s ability to differentiate between bankrupt and non-
bankrupt companies the closer the value is to 1, the better the
classification performance. Since the dataset is imbalanced,
an additional analysis using the Precision-Recall (PR) Curve
and the AUC-PR score was conducted to provide a more
accurate evaluation of the model’s performance on the
minority class.

3) Feature Importance: In addition to accuracy-based
evaluation, a Feature Importance analysis was conducted to
measure the relative contribution of each attribute selected
through the Chi-Square method in the decision-making
process of the XGBoost model trained with data balanced
using ROS. In the XGBoost algorithm, the importance level
of each feature is internally computed based on gain, which
represents the average improvement in model accuracy
resulting from data splits made by a particular feature within
the decision tree structure. Features with higher importance
scores indicate a stronger influence in reducing the model’s
loss function during the learning process.

This analysis not only serves to explain the model’s
behavior from a technical perspective (model interpretability)
but also carries practical implications in managerial contexts.
By identifying the dominant features resulting from the
combination of ROS, Chi-Square, and XGBoost, decision-
makers can pinpoint the most critical financial factors
contributing to bankruptcy risk and design more targeted
mitigation strategies.

Il. RESULT

A. Results of Data Exploration

The exploratory data results are presented to understand the
initial characteristics of the dataset prior to the modelling
process. The preliminary inspection of the dataset revealed
that there were no missing values across all available
attributes. This finding was confirmed through a check of the
number of null values per column, which returned a count of
zero for every feature indicating that all data entries were
complete and no fields were left unfilled.

The distribution of the target variable “Bankrupt?” reveals
a significant disparity between the number of non-bankrupt
and bankrupt companies. As illustrated in Figure 2, class 0
(non-bankrupt) dominates the dataset with more than 6,000
instances, while class 1 (bankrupt) represents only a small
fraction of the total samples. This pronounced imbalance
indicates the presence of class imbalance, which may
adversely affect the model’s ability to accurately learn and
identify bankruptcy patterns.

6000

5000

4000

count

3000

2000 4

1000

0 T T
0 1

Bankrupt?

Figure. 2. Target Class Distribution “Bankrupt?”

The evaluation of relationships between numerical features
and the target variable was conducted using a correlation
heatmap, as shown in Figure 3. From the total of 96 features
in the dataset, the fifteen features with the highest correlation
values to the “Bankrupt?” label were selected for
visualization. This selection aimed to maintain a balance
between analytical depth and result readability while focusing
the interpretation on the variables that have the most
significant influence on the likelihood of bankruptcy.

The results of the heatmap indicate that features such as
Net Income to Total Assets, ROA(A) before interest and tax,
and ROA(B) before interest and depreciation after tax exhibit
relatively strong positive correlations with the target variable,
suggesting that profitability plays a crucial role in
distinguishing  bankrupt  from  non-bankrupt  firms.
Conversely, features such as Debt Ratio and Current Liability
to Current Assets display strong negative correlations,
implying that higher liability ratios tend to increase the
likelihood of bankruptcy. Most of the remaining features
show low to moderate correlation values, indicating their
limited contribution to the overall prediction process.
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Figure 3. Correlation Heatmap: Top 15 Features and “Bankrupt?” Target

The distribution of the five features with the highest
correlation to the “Bankrupt?” variable is illustrated in the
histogram shown in Figure 4. The distribution patterns
indicate that most features are concentrated within medium to
high value ranges, suggesting that the majority of companies
in the dataset exhibit relatively stable levels of profitability
and financial efficiency.
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Figure 4. Distribution of the top five features with the highest correlation to
the target variable “Bankrupt?”

The features Net Income to Total Assets and Net
Worth/Assets exhibit predominantly high-value distributions,
indicating that most entities maintain sound financial
conditions and are capable of generating proportional profits
relative to their assets. Meanwhile, ROA(A), ROA(B), and
ROA(C) display greater variability, reflecting differences in
operational efficiency across companies that may contribute
to bankruptcy risk. These findings emphasize the critical role
of profitability variables as early indicators in detecting
potential financial distress.

B. Results of Random Oversampling Implementation

The class distribution before and after applying ROS is
illustrated in Figure 5, showing the change in proportion
between the majority class (non-bankrupt) and the minority
class (bankrupt). Prior to balancing, the majority class
contained 5,279 samples, while the minority class consisted
of only 176 samples, yielding an approximate ratio of 30:1.
This severe imbalance could potentially reduce the model’s
ability to identify bankruptcy patterns accurately due to the
dominance of the majority class data.

After applying ROS, the number of samples in the minority
class increased to match that of the majority class, reaching
5,279 samples and resulting in a quantitatively balanced
distribution. This balance was achieved without altering the
original feature distribution structure, thereby preserving the
quality of information. With a more proportionate data
composition, the model is expected to demonstrate improved

sensitivity in detecting  bankruptcy cases  while
simultaneously reducing prediction bias.
Before ROS After ROS
5000 A 5000 4
4000 4 4000
‘g‘ 3000 4 ‘g‘ 3000 4
20004 2000 4
1000 { 1000 4
0 0
0 1 0 1
Bankrupt? Bankrupt?

Figure 5. Comparison of target class distribution before and after ROS

To validate the selected oversampling strategy, a
performance comparison between ROS and SMOTE was
conducted, as summarized in Table I11. Both methods achieve
comparable overall accuracy. However, differences are
observed in minority-class metrics. SMOTE vyields higher
recall for bankrupt firms, indicating improved detection of
minority cases, while ROS demonstrates higher precision and
a more stable F1-score. These results highlight distinct trade-
offs between sensitivity and prediction reliability across the
two oversampling techniques.

TABLE III
ROS AND SMOTE PERFORMANCE COMPARISON
ROS SMOTE
Precision (1) 0.45 0.37
Recall (1) 0.41 0.52
F1-Score 0.43 0.43
Accuracy 0.96 0.96

C. Results of Chi-Square Feature Selection

The feature selection process produced a ranking of
financial variables based on their statistical association with
the target variable, derived through the Chi-Square testing
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method. As illustrated in Figure 6, the visualization highlights
the top twenty features according to their Chi-Square scores,
indicating the relative significance of each variable in
influencing the bankruptcy prediction outcome.

The Chi-Square computation results reveal that the Tax
Rate (A) variable achieved the highest ranking, possessing the
greatest Chi-Square score, followed by Fixed Assets
Turnover Frequency and Cash/Total Assets. This finding
indicates that tax burden, efficiency in utilizing fixed assets,
and liquidity level are the primary indicators distinguishing
financially stable companies from those at risk of bankruptcy.
Meanwhile, ratios such as Debt Ratio %, Liability-Assets
Flag, and Quick Assets/Total Assets also demonstrate notable
influence, as they reflect a company’s capital structure,
leverage level, and its ability to meet short-term financial
obligations.

Tax rate (A)

Fixed Assets Turover Frequency
Cash/Total Assets

Cash/Current Liability

Debt ratio %

Liability-Assets Flag

Quick Assets/Total Assets

Current Liability to Assets

ROA(A) before interest and % after tax
Current Liability to Current Assets
Interest-bearing debt interest rate

ROA(B) before interest and depreciation after tax

Feature Names

ROA(C) before interest and depreciation before interest
Total expense/Assets

Total Asset Turnover

Equity to Liability

Total Asset Growth Rate

Fixed Assets to Assets

Total assets to GNP price

Per Share Net profit before tax (Yuan ¥)

6 5‘0 160 lSIU 260
Chi-Square Score

Figure 6. Top twenty financial features based on Chi-Square values for the

“Bankrupt?” target variable

Overall, the findings indicate that variables associated with
profitability, asset efficiency, and financial structure play a
dominant role in shaping the bankruptcy prediction model.
Therefore, only features with high Chi-Square values were
retained for the subsequent modelling stage to enhance
computational efficiency and minimize the potential risk of
overfitting.

D. Model Performance Evaluation

As shown in Table 1V, the XGBoost model demonstrates
excellent performance in predicting the financial condition of
companies. The obtained accuracy of 0.9648 indicates that
approximately 96% of the test samples were correctly
classified. For the majority class (non-bankrupt), the model
achieved a precision of 0.9804 and a recall of 0.9833,
signifying that it was able to accurately identify financially
stable companies with a very low rate of misclassification.

On the other hand, the minority class (bankrupt) achieved
a precision of 0.4500 and a recall of 0.4091. Although these
values are relatively lower than those of the majority class,
they represent a notable improvement compared to models

trained without data balancing, which often fail to identify
instances belonging to the underrepresented class. The F1-
score of 0.4286 further indicates a reasonable trade-off
between the model’s ability to correctly recognize and
accurately predict bankruptcy cases.

Meanwhile, the macro average value of 0.7052 and the
weighted average of 0.9640 indicate that the model
demonstrates overall predictive stability across both classes.
Consequently, the integration of ROS, Chi-Square, and
XGBoost methods proves effective in producing a robust
classification model that is sufficiently sensitive to the
minority class, while remaining relevant for implementation
as a decision-support system for early bankruptcy detection.

TABLE IV
XGBOOST MODEL PERFORMANCE RESULTS
Precision | Recall | F1-Score | Support
0 0.9804 | 0.9833 0.9818 1320
1 0.4500 | 0.4091 0.4286 44
accuracy 0.9648 1364
macro 0.7152 | 0.6962 0.7052 1364
avg
weighted 0.9633 | 0.9648 0.9640 1364
avg

To validate the claim of superior performance, the
proposed XGBoost model combined with ROS and Chi-
Square was compared against a Random Forest baseline using
the same preprocessing pipeline. As shown in Table V. The
experimental results show that XGBoost achieves higher
overall accuracy 0.9648 compared to Random Forest 0.9384.
More importantly, for the minority class (bankrupt
companies), XGBoost provides substantially higher precision
(0.45 vs. 0.31), indicating a lower false positive rate, while
maintaining a comparable F1-score. Although Random Forest
attains a higher recall, this improvement is accompanied by a
significant reduction in precision, suggesting less reliable
classification for practical deployment.

TABLE V
XGB0OOST AND RANDOM FOREST MODEL PERFORMANCE RESULTS
XGBoost Random Forest
Precision (1) 0.4500 0.3077
Recall (1) 0.4091 0.7273
F1-Score 0.4286 0.4324
Accuracy 0.9648 0.9384

At the model performance evaluation stage, a Confusion
Matrix analysis was conducted to assess the capability of the
XGBoost algorithm in accurately classifying a company’s
financial condition. Based on the visualization shown in
Figure 7, the model demonstrated excellent performance in
identifying non-bankrupt firms, correctly classifying 1.298
out of 1.320 actual samples in this category. This indicates
that the model achieved a high level of accuracy in
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recognizing financially stable entities. Although a small
number of misclassifications occurred 22 non-bankrupt
companies predicted as bankrupt and 26 bankrupt firms
classified as non-bankrupt the results still reflect a well-
balanced performance between the detection of majority and
minority classes. Overall, these findings confirm that the
XGBoost algorithm provides reliable and consistent
predictive performance, making it a promising decision-
support tool for early financial warning systems aimed at
identifying potential corporate bankruptcy.

1200
27 1000

800

- 600

Actual

- 400

- 200

Prediction

Figure 7. Confusion Matrix

Following the evaluation using the Confusion Matrix, the
model’s performance was further examined through the ROC
curve and the AUC metric.

ROC Curve

1.0

0.8 1

0.6

0.4 1

True Positive Rate

0.2

’,’ = Proposed Model (AUC = 0.922)
004 ¥ --- Random Guess (AUC = 0.5)
T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate
Figure 8. ROC and AUC Curve

As presented in Figure 8, the XGBoost model achieved an
AUC value of 0.922, indicating an excellent capability in
distinguishing between bankrupt and non-bankrupt firms. An
AUC value approaching 1 reflects a high level of class

discrimination, where the True Positive Rate consistently
exceeds the False Positive Rate across various decision
thresholds. The curve’s sharp ascent toward the upper left
corner of the graph illustrates that the model maintains strong
predictive accuracy and stability under different classification
scenarios. Hence, these findings confirm that the XGBoost
algorithm not only achieves high overall accuracy but is also
effective in proportionally mapping bankruptcy probabilities
establishing it as a robust and reliable model for corporate
bankruptcy prediction.

E. Error Analysis of Classification Results

Based on the confusion matrix in Figure 7, the XGBoost
model correctly classified 1,303 out of 1,320 non-bankrupt
companies, while 17 cases were incorrectly identified as
bankrupt (false positives). For the bankrupt class, only 18 out
of 44 cases were correctly predicted, whereas 26 cases were
misclassified as non-bankrupt (false negatives). These errors
are primarily attributed to data imbalance, as the number of
non-bankrupt companies is significantly larger, causing the
model to be biased toward recognizing majority class
patterns. Additionally, some financial ratios for bankrupt and
non-bankrupt companies overlap, making it challenging for
the model to distinguish between the two classes.
Nevertheless, the true positive count of 18 out of 44 cases
indicates that the model still retains the capability to identify
a substantial portion of significant bankruptcy patterns.
Overall, these results suggest that although the model faces
challenges in detecting the minority class, its performance
demonstrates a reasonable balance between overall accuracy
and sensitivity to bankruptcy cases.

F. Results of Feature Contribution

In addition to evaluating overall performance using the
AUC value, an analysis was conducted to assess the
contribution of each feature to the model’s predictions
through a Feature Importance visualization.

Based on the visualization in Figure 9, the features Per
Share Net Profit Before Tax, Debt Ratio %, and ROA(B)
Before Interest and Depreciation After Tax occupy the highest
levels of importance for the model’s predictions. This
indicates that per-share profitability, debt ratio, and asset
management efficiency after depreciation and interest are the
most critical factors in distinguishing between bankrupt and
non-bankrupt companies. Additionally, variables such as
Cash/Current Liability, ROA(C) Before Interest and
Depreciation Before Interest, and Current Liability to Current
Assets also contribute meaningfully, reflecting that short-term
liquidity and the balance between assets and liabilities
influence the company’s financial stability. Meanwhile,
features with low influence, such as Liability-Assets Flag and
Quick Assets/Total Assets, suggest that not all financial ratios
provide strong signals regarding bankruptcy risk. Overall,
these results emphasize that profitability, operational
efficiency, and liability management are the primary

Optimizing Bankruptcy Prediction on Imbalanced Data using XGBoost with Random Oversampling and Chi-Square

(Revalina Suyatno, Erika Devi Udayanti, Ika Novita Dewi)



374

e-ISSN: 2548-6861

components determining the accuracy of bankruptcy
prediction in the XGBoost model.

Feature Importance Based on the Proposed Model

Per Share Net profit before tax (Yuan ¥)

Debt ratio %

ROA(B) before interest and depreciation after tax
Cash/Current Liability

ROA(C) before interest and depreciation before interest
Current Liability to Current Assets

Total Asset Growth Rate

Interest-bearing debt interest rate

ROA(A) before interest and % after tax

Tax rate (A)

Total assets to GNP price

Feature Names

Fixed Assets Turnover Frequency
Cash/Total Assets

Equity to Liability

Current Liability to Assets

Fixed Assets to Assets

Total Asset Turnover

Quick Assets/Total Assets

Total expensefAssets

Liability-Assets Flag
000 005 010 015 020 025 030
Feature Importance Level

Figure 9. Visualization of Feature Importance XGBoost + ROS + Chi-square

1V. DISCUSSION

A. Interpretation of Results

Data imbalance, where the number of healthy companies
far exceeds that of bankrupt ones, poses a major challenge in
bankruptcy classification because the model tends to learn
patterns from the majority class while neglecting the minority
class. In this research, the application of ROS successfully
balanced the proportions between the two classes, giving the
model an equal opportunity to learn the characteristics of the
minority class. As a result, sensitivity to at-risk companies
increased, reflected by a rise in recall without compromising
the overall accuracy, which remained high. Therefore, the
data balancing mechanism is proven to be a crucial
preprocessing step in enhancing prediction quality.

The potential risk of overfitting introduced by
oversampling was evaluated through a comparative analysis
between ROS and SMOTE. The results show no significant
degradation in generalization performance on unseen test
data, as indicated by stable accuracy and F1-score values.
While SMOTE improves recall for the bankrupt class, this
gain is accompanied by a decrease in precision, reflecting a
higher rate of false positive predictions. In contrast, ROS
demonstrates a more balanced trade-off between precision
and recall, leading to more consistent minority-class
performance. This balance is particularly important in
bankruptcy prediction, where excessive false alarms may
trigger unnecessary mitigation actions for financially healthy
firms. In addition, by replicating existing samples rather than
generating synthetic ones, ROS preserves the original feature
distribution, which helps limit overfitting when combined
with appropriate regularization in the XGBoost framework.
Therefore, ROS is selected as the primary oversampling
strategy in this research.

Feature selection using the Chi-Square test allows for
filtering financial variables so that only the most relevant ones
are included in the model. The result is 20 variables with
significant influence, such as Tax Rate (A), Fixed Assets
Turnover Frequency, and Cash/Total Assets. By eliminating
less informative or redundant features, the model becomes
more efficient and stable, accelerating training, reducing the
risk of overfitting, and enhancing interpretability. The feature
importance visualization supports this finding by showing
that capital structure and liquidity features carry the greatest
influence, confirming that feature selection not only aids
computational efficiency but also strengthens the model’s
theoretical foundation.

Although the proposed model achieves high overall
accuracy (0.9648), the relatively low F1-score highlights the
impact of class imbalance in bankruptcy prediction. Accuracy
is mainly influenced by the majority (non-bankrupt) class and
may therefore overstate true performance. In contrast, the F1-
score, which balances precision and recall, provides a more
appropriate measure of the model’s ability to detect bankrupt
firms. This discrepancy indicates that bankruptcy detection
remains challenging and should be evaluated using class-
specific metrics rather than accuracy alone.

The feature importance analysis indicates that profitability-
related ratios, particularly Net Income to Total Assets and
various forms of Return on Assets (ROA), play a dominant
role in the model’s decision-making process. This finding is
consistent with financial distress theory, which emphasizes
that a firm’s ability to generate earnings from its asset base is
a fundamental determinant of business sustainability.
Declining profitability reflects reduced operational efficiency
and limited internal financing capacity, thereby increasing
reliance on external debt and elevating bankruptcy risk. In
addition, leverage and liquidity indicators such as Debt Ratio,
Current Liability to Current Assets, and Net Worth/Assets
also exhibit substantial importance, aligning with capital
structure and liquidity risk theories that associate high
financial obligations and short-term payment pressure with an
increased likelihood of financial failure. The prominence of
these variables suggests that the proposed XGBoost-based
model captures economically meaningful signals rather than
purely statistical patterns. Overall, the consistency between
the identified key features and established financial theory
supports the interpretability and theoretical validity of the
model, reinforcing its suitability as a reliable decision-support
tool for bankruptcy risk assessment under imbalanced
financial data conditions.

Furthermore, the XGBoost model was selected due to its
adaptive nature and its ability to perform gradient boosting on
previous prediction errors. Compared to other models such as
Random Forest or MLP, XGBoost can leverage the structure
of financial numerical data more efficiently through
regularization  processes that mitigate overfitting.
Consequently, this model provides an optimal balance
between prediction accuracy and stability.
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The comparative results indicate that XGBoost combined
with  ROS and Chi-Square provides more reliable
performance than Random Forest under the same
experimental settings. Although Random Forest achieves
higher recall for the minority (bankrupt) class, this
improvement is accompanied by a substantial drop in
precision, indicating a higher rate of false positive
predictions. In contrast, XGBoost demonstrates superior
overall accuracy and a better balance between precision and
recall, resulting in more stable minority-class performance.
This trade-off is particularly important in bankruptcy
prediction, where excessive false alarms may reduce the
practical usefulness of the model. Therefore, the results
support the selection of XGBoost as the primary classifier due
to its stronger generalization ability and more consistent
classification behavior on imbalanced financial data.

The combination of ROS, Chi-Square feature selection,
and adaptive learning (XGBoost) enables this pipeline to
capture complex financial patterns while maintaining model
stability. The results indicate that this integrative approach not
only improves accuracy but also enhances recall and F1-score
for the minority class compared to previous studies.

Although the proposed model shows strong performance
on the Taiwanese Bankruptcy dataset, its generalizability may
be affected by variations in economic conditions, regulatory
frameworks, and corporate structures across different
contexts. Financial ratios are inherently sensitive to
macroeconomic environments and accounting standards,
which may influence their predictive effectiveness when
applied to other regions or industries. Nevertheless, the
proposed framework integrating class balancing, feature
selection, and ensemble learning remains adaptable and can
be effectively transferred to other datasets through
appropriate retraining and calibration.

B. Comparison with Previous Research

As a step to strengthen the validity of this research’s
results, a comparative analysis was conducted on several
previous studies relevant to corporate bankruptcy prediction.
This analysis aims to evaluate the effectiveness of the
combined methods used ROS, Chi-Square, and XGBoost in
enhancing classification performance compared to other
models developed earlier. Table VI presents a summary of
three previous researches that employed different approaches
in terms of dataset, model, data balancing, feature selection,
and achieved accuracy. These three studies were selected
because they represent the development of machine learning-
based bankruptcy prediction techniques in the context of
imbalanced financial data.

TABLE VI
COMPARISON WITH PREVIOUS RESEARCH

Dataset Model | Data Feature Accura
Balancing | Selection | cy
Results
Taiwanese MLP X X >80 %
company data
(6,819 records,
96 variables).
[27]
Annual financial | Neural | X X 86,7 %
data of Netwo
Indonesian rk
public (NN)
companies.
[15]
IDX-listed Rando | SMOTE Financial | 96 %
companydata | m Ratio—
(2013-2022). Forest Based
[28] Feature
Selection
(manual/d
omain-
based)
This research XGBo | ROS Chi- 96,48%
ost Square

Based on Table VI, it can be seen that this research
achieves higher accuracy and more consistent model
performance compared to the three previous studies. Thus, the
combination of ROS and Chi-Square methods in this research
has proven to enhance the XGBoost model’s ability to
recognize patterns in the minority class without
compromising overall accuracy. These results indicate that
the addition of appropriate preprocessing steps contributes
significantly to the effectiveness of machine learning-based
bankruptcy prediction systems.

V. CONCLUSION

This research successfully developed a corporate
bankruptcy prediction model by combining ROS, Chi-Square,
and the XGBoost algorithm. Testing results indicate that the
model achieved an accuracy of 96% while demonstrating
strong capability in recognizing the minority class. The data
balancing process through ROS enhanced the model’s
sensitivity to bankruptcy cases, while Chi-Square feature
selection helped identify the most relevant financial variables,
such as Tax Rate (A) and Cash/Total Assets. Therefore, this
approach is effective in improving prediction performance
and can serve as a foundation for developing an early warning
system for corporate bankruptcy. From a practical
implementation perspective, prediction errors must be
carefully managed, particularly false negative cases where
financially distressed firms are incorrectly classified as
healthy. Such misclassifications may lead to delayed
intervention and potentially significant financial losses for
investors, creditors, and regulators. Consequently, the
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proposed model should be employed as a decision-support
tool rather than a standalone decision-making system,
complementing expert judgment and regulatory assessment.

Moreover,

real-world deployment requires continuous

monitoring, periodic retraining, and contextual adaptation to
mitigate operational risks and maintain reliability.

For future research, it is recommended to expand the data
scope by integrating financial, macroeconomic, and non-
financial indicators to achieve a more comprehensive
representation of companies. Hybrid ensemble approaches,
such as XGBoost LSTM or Autoencoder Boosting, could be
employed to handle the complexity of dynamic data.
Additionally, incorporating model interpretability is expected
to make predictions more accurate, transparent, and valuable
as a decision support system for company management and
regulators.
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