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 The reliability of web-based conference systems is crucial for ensuring smooth 

services during periods of high activity. This research evaluates the performance of 

the ICOMTA PPNS journal website by conducting load testing using Apache JMeter 

with scenarios ranging from 50 to 5000 virtual users, each executed for one hour. 

The evaluation focuses on response time, error rate, throughput, and bandwidth 

usage. The results indicate that the website performs reliably with up to 200 

concurrent users, demonstrating stable response times and no recorded errors. 

However, once the load surpasses 300 users, response times increase sharply 

exceeding 60 seconds and errors begin to appear, suggesting that the server has 

reached its performance limit. Under the heaviest load of 5000 users, throughput 
continues to rise, but overall service quality declines significantly. These findings 

highlight the need for server enhancements or migration to cloud-based 

infrastructure to ensure stable performance during peak usage. 
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I. INTRODUCTION 

Conference websites such as ICOMTA PPNS hold a 

critical role in supporting academic workflows, ranging from 

article submission and reviewer evaluation to publication. 

System failures during peak periods, such as paper 

submission deadlines or announcement phases can lead to 

process delays, user frustration, and potential reputational 

impacts on the institution. Therefore, maintaining server 
performance and stability is essential to ensure a seamless 

user experience and reliable system operation [1]. 

Load testing is an appropriate method for assessing how 

much simultaneous traffic a local server can handle [2]. By 

simulating gradually increasing workloads, load testing 

enables the analysis of key performance metrics such as 

response time, error rate, throughput, and bandwidth usage. 

This method provides a realistic representation of the server’s 

capacity under conditions that reflect typical usage patterns in 

academic conference systems. Several studies have 

demonstrated the effectiveness of Apache JMeter for 

evaluating the performance of academic information systems, 
highlighting its flexibility and suitability for HTTP-based 

load generation [3][4]. Comparative analyses further indicate 

that JMeter remains widely adopted due to its extensibility 

and consistent performance across diverse testing scenarios 

[5]. 

Recent evaluations comparing on-premise and cloud 

infrastructures show that cloud-based architecture particularly 

those equipped with load balancing offer superior scalability 

and faster response times when subjected to heavy workloads 
[6][7]. These findings are reinforced by both international and 

national studies demonstrating that cloud environments with 

load-balancing mechanisms maintain stable performance 

even during significant traffic spikes, outperforming 

traditional on-premise deployments in terms of latency, 

throughput, and resource efficiency [8][9]. Such evidence 

underscores the importance of assessing whether the local 

server infrastructure remains adequate for platforms like 

ICOMTA, particularly during peak academic conference 

activities. 

Focusing on establishing a performance baseline, this study 

employs load testing exclusively, rather than stress or 
endurance testing, because the objective is to evaluate 

realistic operational capacity aligned with typical conference 
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usage patterns. Based on the resulting performance metrics, 

recommendations for server optimization such as system 

configuration tuning, caching strategies, or potential 

migration to cloud infrastructure can be formulated to ensure 

stable and responsive service continuity.  

This study goes beyond a mere technical case study by 

offering a general framework for evaluating the performance 

of academic web-based systems using Apache JMeter. The 

proposed testing methodology, workload modeling, and 
performance threshold identification can be replicated and 

adapted for similar journal or conference management 

platforms. These findings enhance our broader understanding 

of server capacity limits, patterns of performance degradation, 

and scalability indicators pertinent to web performance 

engineering in academic information systems. 

 

 

II. RESEARCH METHODOLOGY  

The data collection process in this research followed a 

series of systematic stages designed to obtain accurate 
quantitative and qualitative information regarding the 

performance of the local and cloud server environments. 

Three primary methods were employed: infrastructure 

observation, system documentation analysis, and direct 

measurement through performance testing tools. Each method 

was selected to ensure that the evaluation reflects real 

operational conditions and provides a reliable foundation for 

comparing both server architectures. 

A. Infrastructure Observation 

Infrastructure observation was conducted to ascertain the 

actual operating conditions of the server environments used 

by the ICOMTA PPNS platform. This assessment covered 

local server hardware (CPU, RAM, storage, and internal 

bandwidth), cloud server configurations (VM specifications, 

vCPU allocation, memory, storage type, and external 

bandwidth), the network topology linking clients and servers, 

and the systems’ operational status including uptime and 

recurrent constraints [10].  

Performing such a preliminary evaluation is essential to 

ensure that performance tests are executed in representative 
and reproducible conditions, to identify pre-existing 

bottlenecks, and to validate that test results reflect operational 

realities rather than configuration anomalies. Prior studies 

emphasize that careful environment inspection and 

documentation including server specifications and monitoring 

data improve the accuracy of load-testing outcomes and 

support correct interpretation of observed performance 

metrics [11][12].  

Moreover, comparative investigations of web 

infrastructure have shown that differences in underlying 

hardware, virtualization, and network topology significantly 

affect measured response times and scalability, reinforcing 
the necessity of a thorough observational phase before formal 

load testing [13].  

The local server selected as one of the test targets was 

configured to represent a minimum operational environment 

typically used for small to medium-scale academic web 

applications. The machine was provisioned with 1 CPU (dual-

core or equivalent), 2 GB of RAM, and 50 GB of storage 

capacity, running a Linux-based operating system. It was set 

up with web services using Apache or Nginx and hosted a 

web-based application capable of processing HTTP requests 

from client machines. This configuration was chosen to 
mirror realistic deployment conditions and to ensure that the 

test environment can be reproduced in comparable 

on-premise server installations. 

B. System, Documentation and Server Log Analysis 

System documentation and server log analysis were 

performed to collect historical and operational records 

necessary for a rigorous performance assessment. Collected 

artifacts included application and web server logs, historical 

usage statistics for CPU, memory, disk, and network traffic, 
monitoring dashboards, and incident records documenting 

journal website downtime. These data sources provide 

essential context for interpreting load-test results by revealing 

prior resource utilization patterns, transient faults, and 

recurring failure modes that might otherwise be misattributed 

to the test itself; prior studies demonstrate that integrating log 

analysis and monitoring data substantially improves the 

validity and diagnostic power of performance evaluations 

[12]. 

C. Performance Testing Using Apache JMeter 

Primary data collection was conducted through an 

instrumentation process using Apache JMeter, which served 

as the main tool for executing the load-testing procedures. 

This stage aimed to evaluate the system’s behavior under 

varying levels of concurrent access by systematically 

generating virtual user traffic and recording key performance 

indicators. The testing process measured several critical 

parameters, including response time, throughput, error rate, 

packet loss, data sent and received, as well as CPU and 

memory utilization during execution [14]. These metrics were 
collected to enable a comprehensive assessment of the 

operational capacity of both the local server and the cloud 

server configurations. 

Figure 1 presents the Apache JMeter configuration 

employed in this study, in which load testing was conducted 

using a Thread Group whose number of virtual users was 

specified according to each test scenario. A ramp-up period 

was configured to gradually introduce users and mitigate 

abrupt traffic surges, and the thread lifetime option was 

activated with a fixed test duration of 3,600 seconds to ensure 

that response time, throughput, and error rate metrics were 
captured under steady-state conditions. HTTP requests were 

executed continuously throughout the test window, and 

performance data were recorded using the Summary Report 

listener, while each scenario was run with a controlled and 
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repeatable setup consistent with established practices in 

performance engineering.  

 

 

Figure 1. Apache JMeter Thread Group Configuration for Load Testing 

The test plan incorporated sampler configurations, timers, 

assertions, and listeners to more accurately emulate user 

behavior and to generate detailed performance logs, aligning 
with prior work that shows JMeter-based instrumentation can 

deliver reliable benchmarks of web applications and expose 

bottlenecks and scalability limitations, particularly when 

contrasting on-premise and cloud-based deployment 

environments [15]. 

The load-testing scenario targeted the homepage of the 

ICOMTA PPNS website, as this page functions as the main 

entry point and is the most frequently accessed component 

during users’ initial interaction with the system. Requests to 

the homepage precede subsequent activities such as browsing 

articles or submitting manuscripts, thereby serving as a 

critical indicator of baseline system responsiveness under 
realistic operating conditions. All test requests were issued 

using the HTTP GET method, with a controlled think time 

inserted between successive requests to emulate natural user 

access patterns and to avoid generating unrealistically 

aggressive traffic levels.  

 

 

III. RESULT AND ANALYSIS  

Load testing of the ICOMTA PPNS journal website was 

conducted using Apache JMeter. This load testing aims to 

evaluate how well the ICOMTA PPNS website can handle 
simultaneous user access, particularly during critical periods 

such as paper submission, article uploading, reviewer 

evaluation, and conference result announcements. The test 

was carried out using a 1-hour scenario for each user load 

(virtual users). Six load variations were tested, namely 50, 

100, 200, 300, 500, and 5000 users virtual. The performance 

indicators analyzed include response time (Average, Min, 

Max), error rate, throughput, and bandwidth consumption 

(Received and Sent KB/sec). 

The test results show variations in website performance as 

the number of users increases. A detailed analysis is presented 
in Table 1. 

 

TABLE I 

LOAD TESTING RESULTS 

User 

Virtual 

Average 

(ms) 

Std. 

Dev 
Error 

Throug-

hput 

Received 

KB/Sec 

Sent 

KB/Sec 

50 452 100.4 0 % 
51.0 
/hour 

0.51 0 

100 3307 
7157.3

3 
0 % 1.7 /min 1.01 0.01 

200 675 870.58 0 % 3.3 /min 2.01 0.02 

300 3233 
8662.0

9 
1.67 
% 

5.0 /min 2.96 0.02 

500 1610 
6630.1

2 

2.40 

% 
8.3 /min 4.89 0.04 

5000 1538 
6944.6

7 
2.06 
% 

1.4 
/sec 

49.01 0.39 

 

The load scenarios were constructed to represent normal, 

transitional, and overload operating conditions, derived from 

the system’s observed performance characteristics. As 

presented in Table I, the system sustains stable behavior with 

a zero-error rate for up to 200 concurrent users, indicating 

reliable operation under nominal load conditions. Once the 

number of simultaneous users surpasses 200, however, signs 
of performance degradation begin to emerge. At 300 

concurrent users, errors are first recorded (1.67%), 

accompanied by a marked increase in maximum response 

time, which exceeds 60 seconds. Although throughput 

continues to grow under heavier loads, this trend is followed 

by escalating error rates and fluctuating response times, 

suggesting that server-side resources have reached a 

saturation point. These patterns indicate that the primary 

source of degradation lies in bottlenecks affecting server 

resources such as CPU processing, memory capacity, and 

backend request handling, rather than solely in network-

related constraints. In line with widely cited web performance 
guidelines, the system’s effective operational capacity can 

therefore be placed at approximately 200 concurrent users. 

A. Response Time Analysis 

Response time is a key indicator used to evaluate the 

server’s ability to respond to user requests. Based on the test 

results, the response time shows a fluctuating pattern as the 

number of users increases. This condition generally occurs 

because the higher the number of incoming requests, the 
heavier the processing load on the server, resulting in longer 

time needed to generate a response. In performance testing, a 

significant increase in response time may indicate the 

presence of bottlenecks in the application layer, network 

configuration, or hardware capacity. 

Based on the test results, the response time shows a 

fluctuating pattern as the number of users increases. In the 50-

user scenario, the average response time was 452 ms, 

indicating that the server was able to provide fast and stable 

service. However, when the number of users increased to 100, 

the average response time rose sharply to 3307 ms. This 

significant increase indicates a decline in service quality due 
to the growing workload on the server. 
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Interestingly, in the 200-user scenario, the response time 

decreased again to 675 ms. This suggests that the server load 

was not evenly distributed during the test duration, or that 

there were internal processes causing the load distribution to 

behave non-linearly relative to the number of users. When the 

number increased to 300 users, the response time rose 

dramatically to 3233 ms, and errors began to appear, 

indicating that the server was entering an unstable state. 

Under higher load scenarios, namely 500 and 5000 users, 
the average response times were 1610 ms and 1538 ms, 

respectively. Although these averages appear lower than the 

300-user scenario, the maximum response time reached more 

than 60 seconds, showing that some requests experienced 

extreme delays. Below is the comparison graph of response 

time for each scenario, as shown in Table I. 

 

TABLE II 

RESPONSE TIME COMPARISON 

User Response Time Graph (ms) 

50 

 

100 

 

200 

 

User Response Time Graph (ms) 

300 

 

500 

 

5000 

 

 

Overall, these results indicate that the server does not 

maintain stable performance under medium to high load 

conditions, with an estimated capacity limit of around 200–

300 users before performance degradation begins to occur. 

This condition suggests that the server’s resource utilization 

such as CPU, memory, and I/O operations may be reaching 

critical thresholds when handling simultaneous requests at 

higher volumes. As user load approaches or exceeds this limit, 
response time increases significantly, throughput begins to 

decline, and error rates may start to appear, indicating that the 

system is no longer able to process requests efficiently.  

This performance behavior is typically associated with 

limitations in server configuration, hardware capacity, or the 

performance of backend services supporting the application. 

Therefore, the identified threshold can serve as a practical 

reference point for determining when scaling strategies, such 

as horizontal or vertical server upgrades, load balancing, or 

application optimization, may be required to maintain reliable 

service quality under peak operational conditions. 
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B. Error Rate Analysis 

The error rate is an important indicator for assessing how 
consistently the server can handle user requests without 

failures. In the early test scenarios 50, 100, and 200 users the 

error rate remained at 0%, indicating that the server was able 

to process all requests without any issues. However, starting 

from the 300-user scenario, an error rate of 1.67% appeared, 

suggesting that the server was beginning to experience 

overload conditions, causing some requests to fail. 

When the load increased to 500 users, the error rate rose 

further to 2.40%. This indicates that the server had entered an 

overloaded state, where requests could not be processed in 

time, often resulting in timeouts due to limited system 

resources. Under the extreme load of 5000 users, the error rate 
was still recorded at 2.06%. Although this value did not 

increase significantly compared to the 500-user scenario, it 

still shows that the server was unable to consistently handle a 

large surge of requests. 

Overall, these findings confirm that the server’s ability to 

process requests without failures lies below 300 users. 

Beyond this threshold, failure rates begin to appear, and 

system stability decreases. 

C. Throughput Analysis 

Throughput reflects the number of requests the server can 

process within a specific time interval. The throughput results 

show an increase as the number of users grows, although this 

increase does not always correlate with better service quality. 

In the 50-user scenario, throughput was measured at 51 

requests per hour, indicating a relatively low but stable user 

activity level. 

From 100 to 500 users, throughput increased from 1.7 to 

8.3 requests per minute. This indicates that the server could 

process more requests as demand grew. However, the 

increase in throughput was not accompanied by stable overall 
performance, as both response time and error rate also 

increased during this period. 

In the 5000-user scenario, throughput reached 1.4 requests 

per second. Although this value appears high, it was achieved 

at the cost of system stability, as reflected by the high 

maximum response time and the continued presence of errors. 

Therefore, high throughput alone cannot be considered a sign 

of successful performance, since the server exhibited unstable 

behavior under large-scale load conditions. 

D. Bandwidth Consumption Analysis 

Bandwidth consumption, measured through the Received 

KB/sec and Sent KB/sec parameters, provides insight into the 

volume of data transferred between the server and users. In 

the scenarios with 50 to 500 users, bandwidth usage remained 

relatively low, with values under 5 KB/sec. This indicates that 

the data traffic was still within normal limits and did not 

create significant pressure on the server’s network capacity. 

However, in the 5000-user scenario, there was a 

substantial spike in bandwidth consumption, with Received 

KB/sec reaching 49 KB/sec and Sent KB/sec reaching 0.39 

KB/sec. This significant increase suggests that the server was 

receiving a very large volume of incoming traffic, which 

likely caused congestion in the network capacity. This 

congestion contributed to the rising response times and 

occurrence of errors. 

The high bandwidth consumption under extreme load 

indicates that the local server’s network infrastructure has 

limitations in handling large amounts of data traffic, making 
it one of the potential bottlenecks affecting overall system 

performance. 

 

IV. CONCLUSION  

The load testing results of the ICOMTA PPNS website 

using Apache JMeter indicate that the server has not been able 

to demonstrate stable performance under medium to high load 

conditions. The system is only able to maintain response times 

within an acceptable range and process requests without 

errors at low load levels, namely up to approximately 200–

300 concurrent users. Once this threshold is exceeded, there 
is a significant increase in response time accompanied by 

request failures, indicating that the capacity of server and 

network resources has approached or reached their 

operational limits. Although throughput continues to increase 

along with the number of users, this phenomenon is not 

followed by corresponding stability in service performance, 

so throughput cannot be used as the sole indicator of system 

reliability. Based on these identified performance limitations, 

migration to cloud-based infrastructure is recommended as an 

alternative solution to enhance scalability, performance 

consistency, and operational efficiency. Nevertheless, further 

validation through comparative testing between on-premise 
and cloud environments is required to empirically confirm the 

effectiveness of this approach and to provide a stronger basis 

for improving service quality during periods of high traffic. 
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