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 Network-Attached Storage (NAS) based on low-cost Single Board Computers (SBC) 

offers an affordable alternative to commercial storage systems, yet its exposure to 

network-based threats requires a robust and layered security approach. This research 

implements the Defense-in-Depth (DiD) framework on an Orange Pi based NAS 

running Debian 12, integrating host-based security mechanisms and the ZFS file 

system to enhance data integrity, availability, and system resilience. The security 

layers include firewall restrictions, intrusion prevention with Fail2Ban, integrity 

monitoring using AIDE and rkhunter, system auditing with Lynis, and log analysis 

with Logwatch. Additionally, ZFS snapshots and the Sanoid retention policy are 

applied to provide rapid data recovery with minimal storage overhead. Experimental 

results show that all defense layers function effectively under testing scenarios such 

as brute-force attempts, unauthorized port access, file modification, and data 

deletion. ZFS snapshots successfully restore deleted or altered files, ensuring 

minimal Recovery Point Objective (RPO) of one hour. System performance 

remained stable, with CPU usage averaging only 7.9% and memory usage at 33%, 

indicating that the DiD model is feasible even on low-resource SBC hardware. These 

findings demonstrate that a cost-efficient SBC-based NAS can achieve strong 

resilience against common cyber threats through layered security design and modern 

file system capabilities. 
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I. INTRODUCTION 

Network-Attached Storage (NAS) has become an 

important component in modern IT infrastructure to meet the 

needs for centralized data storage and reliable file sharing [1]. 

Technological developments have enabled the 

implementation of NAS using low-cost hardware such as 

Single Board Computers (SBC) like Orange Pi, running on 

the Debian Linux operating system. This solution offers 

significant cost efficiency compared to commercial solutions, 

making it an attractive choice for SMEs and home users [2]. 

Nevertheless, a NAS system connected to the network is 

vulnerable to various cyber threats, ranging from Denial of 

Service (DoS) attacks aimed at disabling services to brute 

force attempts CC BY SA This is an open access article under 

the CC-BY-SA license. to gain unauthorized access, 

especially through remote services like SSH [3], [4]. 

To address this complexity of threats, the security strategy 

used must be layered, which is known as the Defense-in-

Depth (DiD) model [5]. The DiD model is based on the 

principle that if one layer of defense fails, the next layer will 

prevent the attack from succeeding completely [6]. The DiD 

strategy is continuously being expanded in cybersecurity 

literature to face various threat vectors [7]. In this research, 

DiD is applied through two pillars: security at the operating 

system level (host-based security) and security at the data 

storage level. At the host layer, hardening steps are 

implemented which include limiting network access using a 

firewall to minimize the attack surface [4]. Additionally, 

Fail2Ban is implemented as an Intrusion Prevention System 

(IPS) to analyze logs system in real-time and block attackers 

who try to perform brute force [8], [9], [10]. This protection 

is complemented by system audit and integrity monitoring 

tools such as AIDE, rkhunter, Lynis, and Logwatch, which 
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function to identify vulnerabilities and unauthorized file 

changes [11], [12]. 

The second layer of defense is securing the data itself, 

which is achieved through the utilization of the advanced ZFS 

file system. The advantage of ZFS in this context is its ability 

to manage data integrity and availability, especially through 

the snapshot feature [1]. ZFS snapshot allows the NAS server 

to regularly create copies of data at specific times, which 

becomes crucial for quick recovery from data incidents, 

including human error or system damage. By integrating 

network access controls, host intrusion prevention, system 

integrity, and robust data recovery capabilities through ZFS 

snapshots, this research aims to demonstrate the 

implementation of an efficient SBC-based NAS system that 

has an adequate level of resilience against current cyber 

threats. 

Although there have been various studies regarding the 

implementation of NAS based on low-cost hardware and 

studies on the application of layered security mechanisms, 

most of these studies still focus on performance aspects or 

only on one specific security layer [2], [13]. Studies that 

explicitly integrate the DiD strategy with the utilization of 

modern file systems like ZFS on Single Board Computer 

(SBC) platforms are still limited. This creates a need for 

research that not only highlights the performance of SBC-

based NAS, but also its security resilience against 

increasingly complex cyber threats. 

Based on these conditions, this research offers a 

contribution by designing and implementing a NAS model 

based on Orange Pi and the Debian operating system 

equipped with host-based security tools and the snapshot 

feature from ZFS [14]. The main contribution of this research 

is to provide a layered security architecture design that is cost-

effective yet robust, while also demonstrating how the 

integration of SBC, host hardening, and the ZFS file system 

can improve resilience, integrity, and data availability. Thus, 

this research is expected to become a practical and academic 

reference in the development of NAS solutions that are 

secure, cost-effective, and reliable. 

II. METHODS  

This research uses an experimental approach with design, 

implementation, and testing stages. The main objective of this 

research is to implement the DiD model on a NAS system 

based on a Single Board Computer (SBC) Orange Pi with the 

Debian operating system, in order to improve data security, 

integrity, and availability. 

All implementations were carried out in an environment 

that fully uses Wireless-Fidelity (Wi-Fi) via a smartphone 

hotspot. The NAS system can be accessed from the internet 

using the ZeroTier One platform, which provides a virtual 

public IP address for encrypted communication between 

devices without port forwarding or a static IP. 

To provide a general overview of the research stages, 

Figure 1 shows the research method flowchart for the DiD-

based NAS. This flowchart shows the sequence of the 

research process starting from system design, implementation 

of security layers, effectiveness testing, to results analysis. 

 

Figure 1. Experiment flow flowchart 

A. NAS System Design 

The design stage is carried out to determine the system 

architecture design, the devices used, and the testing 

environment. The NAS system is designed by implementing 

two main security layers, namely host security and ZFS 

snapshot-based storage security, in accordance with the DiD 

concept in Figure 2. 

 

Figure 2. Defense-in-Depth Model 
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1) System Architecture Design: The NAS system 

consists of several main components as follows: First, the 

NAS server (Orange Pi) which runs the Debian 12 operating 

system and functions as the data storage center. Second, the 

client/administrator who accesses the NAS via the internet 

using the SSH protocol. Third, the host security layer, 

including firewall, Fail2Ban, AIDE, rkhunter, Lynis, and 

Logwatch to prevent, detect, and monitor risky activities. 

Fourth, the storage security layer, using the snapshot feature 

from ZFS to support rapid data recovery. 

2) Specifications of Devices Used: The hardware and 

software used in the research are shown in TABLE I. 
 

TABLE I 

TESTING DEVICE SPECIFICATIONS 

Component Specification 

SBC Model Orange Pi Zero 3 

Processor 
Allwinner H618 Quad-core 

Cortex-A53 1.5GHz 

RAM 1GB LPDDR4 

Storage 
microSD 32 GB (OS) + 

external HDD 250 GB (data) 

Operating System Debian 12 (Bookworm) arm 

 

The entire NAS implementation was carried out using Wi- 

Fi from a smartphone hotspot without a physical Local Area 

Network (LAN) connection. The NAS system can be 

accessed from the internet securely via the ZeroTier One 

platform, which functions to create a Virtual Private Network 

(VPN) and provide a virtual public IP address for each node. 

Thus, the NAS system can be accessed from outside the local 

network without needing port forwarding or a static IP. 

ZeroTier One installation is done with the following 

command: 

curl -s https://install.zerotier.com | sudo bash 

sudo zerotier-cli join <Network_ID> 

 

After connecting to the ZeroTier network, the NAS will 

obtain a virtual public IP address that can be used for remote 

administrative access via SSH and the OpenMediaVault web 

interface. 

B. Host Security Layer Design 

The host security layer aims to protect the system operating 

and NAS services from network attacks, changes 

unauthorized files, and suspicious activities. Some tools used 

are described as follows. 

1) Firewall: A firewall is software or hardware 

designed to protect networks, computer systems, or other 

devices from threats and attacks originating from untrusted 

networks, such as the Internet [15]. A firewall creates a barrier 

between a trusted network and an untrusted network. 

Firewalls can be categorized as network-based or host-based 

[4]. The following is how to install and configure a host-based 

firewall: 

sudo apt install ufw 

sudo ufw default allow incoming 

sudo ufw default allow outgoing 

sudo ufw allow ssh 

sudo ufw allow ‘samba’ 

sudo ufw enable 

2) Fail2Ban: Fail2Ban is open- source software built 

using the Python programming language [16]. Fail2Ban is an 

Intrusion Prevention System (IPS) tool designed to protect 

servers by blocking SSH access and automatically blocking 

IP addresses on devices that fail to log in repeatedly [8], [17]. 

The following is how to install Fail2Ban: 

sudo apt install fail2Ban 

3) AIDE (Advanced Intrusion Detection Environment): 

AIDE is an open-source utility for checking the integrity of 

files and directories. AIDE is the successor to the open- 

source Tripwire project which functions as a change detection 

system for files and directories, with the main goal of 

monitoring system integrity and detecting suspicious 

modifications due to unauthorized activities or security 

attacks [18]. The following is how to install and initialize 

AIDE: 

sudo apt install aide 

sudo apt-get install aide aide-common 

sudo aide --config /etc/aide/aide.conf --init 

sudo mv /var/lib/aide/aide.db.new /var/lib/aide/aide.db 

4) rkhunter (Rootkit Hunter): rkhunter is a detection 

tool used to find rootkits on Linux systems. rkhunter performs 

integrity checks to detect rootkits. Like AIDE, rkhunter 

requires a system snapshot (image) that must be created 

proactively before the system becomes infected [18]. The 

following is how to install rkhunter: 

sudo apt install rkhunter 

5) Lynis: Lynis is a tool used for general security 

auditing in Linux environments. Lynis can be used as part of 

a security audit framework to support the detection and 

mitigation of Privilege Escalation (PE) vulnerabilities in 

Linux systems [19]. The following is how to install Lynis: 

sudo apt install lynis 

6) Logwatch: Logwatch is a log monitoring and 

analysis tool. Logwatch functions to check log files system, 

converting them into an understandable format, and creating 

detailed reports. This tool simplifies log review without 

needing to access each file manually [17]. The following is 

how to install and use Logwatch: 

sudo apt install logwatch 
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C. ZFS Integration with OpenMediaVault (OMV) 

The storage security layer uses OpenMediaVault (OMV) 

as a web-based NAS management interface. OpenMediaVault 

provides built-in features for managing volumes, file sharing, 

and integrating the ZFS file system. OpenMediaVault 

installation is done via the following automatic command: 

wget -O - https://github.com/OpenMediaVault-Plugin-

Developers/installScript/raw/master/install | sudo bash 

 

Figure 3. ZFS snapshot installation 

After the installation is complete, file system management 

is done through the OMV web interface. In the OMV menu, 

go to System then select Plugins. ZFS is installed by adding 

the openmediavault-zfs 7.1.4 plugin as shown in Figure 3. 

Through this interface, users can create ZFS pools, datasets, 

and activate automatic snapshot features for data protection 

and recovery. In this test, the following configuration was 

used: 

1) Snapshot Parameters: The ZFS Copy-on-Write 

(CoW) mechanism was utilized to create Read-Only data 

copies. These snapshots preserve the state of the data at a 

specific point in time without imposing significant storage 

overhead. 

2) Snapshot Frequency: The system was configured to 

automatically generate snapshots on an hourly basis (every 60 

minutes). This parameter establishes a maximum Recovery 

Point Objective (RPO) of one hour, which is significantly 

lower than conventional daily backup methods. The hourly 

frequency is created automatically when the plugin is 

installed, without requiring manual configuration. 

3) Retention Policy: To maintain resource 

sustainability on the Orange Pi, a tiered retention policy was 

applied, consisting of Hourly, Daily, and Monthly rules. The 

following script illustrates the configuration of the retention 

policy using Sanoid: 

[datapool/media] 

    use_template = production 

    recursive = yes 

 

[template_production] 

    hourly = 24 

    daily = 30 

    monthly = 3 

    yearly = 0 

    autosnap = yes 

    autoprune = yes 

 

This configuration script is a policy-driven blueprint for the 

Sanoid tool, designed to automate the data resilience layer of 

Debian-based NAS project. It begins by targeting the primary 

ZFS dataset, [datapool/media], which is the core storage area 

for the system. By setting recursive = yes, the script ensures 

that any sub-folders or child datasets created within this path 

are automatically covered by the same security protocols, 

providing uniform protection across the entire storage 

hierarchy. This section links the dataset to the production 

template, establishing a structured set of rules for how data 

should be preserved and managed over time. 

The second part of the script, defined under 

[template_production], implements a tiered retention strategy 

that is central to DiD security model. By specifying hourly = 

24, daily = 30, and monthly = 3, the system maintains a 

granular historical record of your data: 24 snapshots for the 

most recent day, 30 for the month, and 3 for the quarter. This 

tiered approach effectively minimizes the Recovery Point 

Objective (RPO) to just 60 minutes for recent file changes, 

while still providing long-term protection against threats like 

ransomware that might not be detected immediately. Because 

these snapshots are read-only, they serve as an immutable last 

line of defense if network security tools are bypassed. 

D. System Testing 

Testing was conducted to assess the effectiveness of the 

NAS system in implementing the DiD model. The testing 

scenarios for each tool are shown in Table II. 
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TABLE II 

SYSTEM TESTING SCENARIOS 

No Tools Testing Scenario Action Performed Result Obtained 

1 Firewall Unauthorized port access test Attempt connection to a port 

other than SSH 

Connection rejected 

2 Fail2Ban SSH brute force simulation Perform repeated failed logins SSH access automatically 

blocked 

3 AIDE System file change detection Change content of a dummy 

configuration file 

AIDE reports the change 

4 rkhunter Scan for rootkits & backdoors Run a full check No rootkits found 

5 Lynis System configuration audit Run security audit Security score increases after 

DiD implementation 

6 Logwatch Daily activity monitoring Analyze SSH & system logs Activity report generated 

7 ZFS Snapshot File deletion Delete file from dataset Snapshot rollback restores the 

file 

File content modification Change text file content Snapshot rollback restores 

original content 

Snapshot efficiency Create snapshots repeatedly Snapshot is efficient in storage 

space 

III. RESULTS AND DISCUSSIONS 

This section describes the implementation results and 

evaluation of the layered security system on the Debian-based 

NAS run on the Orange Pi Zero 3 device. Testing was 

conducted on all host-based security tools and the snapshot 

feature on ZFS to assess the effectiveness of the DiD approach 

in maintaining the integrity, availability, and security of the 

NAS system.  

A. NAS System Implementation Results 

The NAS system was successfully implemented and run 

using a Wi-Fi connection from a smartphone hotspot, with 

remote access via ZeroTier One. This connection allows the 

administrator to access the NAS from outside the local 

network securely without additional configuration on the 

router. The NAS is capable of running SSH-based services, 

ZFS-based shared storage, and all host security layers that 

have been configured. 

During implementation, system resource usage (CPU and 

memory) remained efficient. Based on monitoring via the 

dashboard in OpenMediaVault, the average CPU utilization 

was recorded at 7.9%, staying consistently below the 10% 

threshold even when all security tools were active. 

Furthermore, memory usage remained stable at 

approximately 33% (323.1 MiB) of the total 981.86 MiB 

capacity, leaving 67% of resources free for other operations, 

as shown in Figure 4. This data indicates that the 

implementation of layered security did not place a significant 

burden on the Orange Pi's performance, confirming the 

sustainability of the Defense-in-Depth model on low-resource 

hardware. 

 
Figure 4. System performance overhead after DiD implementation 

B. Host Security Layer Testing Results 

Testing was conducted based on the scenarios in Table 2. 

Each tool was tested separately to assess its function and 

effectiveness, then evaluated as a whole as a unified layered 

defense system. 

1) Firewall: The firewall successfully limited access 

only to permitted ports. When testing was conducted by 

attempting to access a random port (in this case port 80), the 

connection was always rejected as shown in Figure 5. Only 

port 22 (SSH) was open as configured. This shows that the 

system's attack surface can be effectively minimized. Log 

checking using the sudo grep '80' /var/log/ufw.log command 

showed packet denials from port 80 as shown in Figure 6, 

indicating the system was able to recognize and reject 

unauthorized connections. 
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Figure 5. SSH access via port 80 

 

Figure 6. Packet denial from IP address outside the network 

2) Fail2Ban: When a brute force attack simulation was 

carried out against SSH with failed login attempts more than 

five times in a short period, Fail2Ban automatically blocked 

the attacker's IP address as shown in Figure 7. The block 

status can be verified via the sudo Fail2Ban-client status sshd 

command as shown in Figure 8. The results show that the 

tester's IP was detected and blocked for 10 minutes according 

to the default configuration. This proves the effectiveness of 

the Intrusion Prevention System in preventing repeated 

attacks. 

 

Figure 7. Fail2Ban blocking the connection 

 

Figure 8. Tester's IP address detected and blocked by Fail2Ban 

3) AIDE: After the AIDE integrity database was 

created using aideinit, testing was done by creating an empty 

decoy file in the /etc directory. When the sudo aide --config 

/etc/aide/aide.conf --check command was run, the system 

displayed a report of the file addition. In addition, for files that 

were newly deleted and files whose contents were modified 

will also be visible in the AIDE system. The AIDE check 

results can be seen in Figure 9. These findings show that 

AIDE functions effectively in detecting unauthorized system 

file changes, so it can be used for post-incident forensics. 

 

Figure 9. AIDE check results 

4) rkhunter: A full check using sudo rkhunter --check -

-sk showed a result of possible rootkits: 0, as shown in Figure 

10. All system file hashes matched the initial database. This 

function is important to ensure that no kernel-level malware 

is hidden within the system. 

 

Figure 10. rkhunter check results 
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5) Lynis: The security audit results using Lynis showed 

using sudo lynis audit system showed a system score of 

61/100 in the initial check before the security system was 

implemented as shown in Figure 11, which then increased to 

68/100 after the DiD security system was implemented as 

shown in Figure 12. This score increase shows that Lynis is 

effective in assisting the system hardening process by 

providing a security score index. 

 

Figure 11. Lynis audit results before DiD implementation 

 

Figure 12. Lynis audit results after DiD implementation 

6) Logwatch: The daily reports generated by Logwatch 

show a summary of NAS system activities, including security 

activities, web service status, storage space usage, package 

installation and update processes as shown in Figure 13. 

Based on the monitoring results, the NAS system is in a stable 

and secure condition, with all services functioning normally 

without critical errors. Logwatch proved effective as a 

monitoring tool that provides a comprehensive overview of 

system activity and health. 

 

Figure 13. Logwatch monitoring results 

After all host security layers were tested and functioning 

well, the next stage was testing the storage layer using the ZFS 

snapshot feature. 

C. ZFS Snapshot Testing Results 

Before testing the snapshot feature, the NAS system was 

first accessed using Finder on macOS via the smb://<ip_nas> 

address connected through the ZeroTier One network as seen 

in Figure 14. This way, the dataset directory on ZFS can be 

accessed directly from the user interface as shown in Figure 

15 for the purposes of moving, deleting, or modifying files 

during the testing process. 

 

Figure 14. Accessing NAS via the Finder application 

 

Figure 15. Display of data stored on the NAS 

The ZFS snapshot feature test was conducted by creating 

the datapool/media@auto dataset and generating automatic 

snapshots via a cron job every 1 hour. 
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1) File Deletion Test: 3 files were deleted from the 

dataset directory as shown in Figure 16, then recovery was 

performed using the sudo zfs rollback datapool/media@auto-

20251013-110001 -r command which refers to the last zfs 

snapshot before the files were deleted. The results showed the 

3 files were successfully restored with identical content as 

before they were deleted as shown in Figure 17. 

 

Figure 16. Deleting files from the directory 

 

Figure 17. ZFS snapshot restores deleted files 

2) File Modification Test: The content of the test.txt file 

was changed as shown in Figure 18, then a rollback was 

performed using the same command as the file deletion test. 

After the recovery process, the file content returned to the 

original version as shown in Figure 19. This shows that ZFS 

snapshots are effective in handling user errors or unwanted 

changes without requiring an external backup system. 

 

Figure 18. Modifying a file from the directory 

 

Figure 19. ZFS snapshot restores the file to its original state 

3) Storage Efficiency Test: Storage efficiency on the 

ZFS system was tested by comparing the USED and REFER 

values of the dataset using the zfs list -o name, used, 

referenced command as shown in Figure 20. 

 

Figure 20. Comparison of USED and REFER values on ZFS 

The USED value indicates the total space used, while 

REFER indicates the size of active data being referenced. 

Efficiency can be calculated with the formula: 

𝑂% =
𝑈𝑆𝐸𝐷 − 𝑅𝐸𝐹𝐸𝑅

𝑅𝐸𝐹𝐸𝑅
× 100% 

Based on the results of the zfs list -o name,used,referenced 

command, it was found that the datapool/media dataset has a 

USED value = 115 MB and REFER = 115 MB. Thus: 

𝑂% =
115 − 115

115
× 100% = 0% 

This result shows that there is no increase in storage space 

even though 115 MB of data is stored in the dataset. The 0% 

value proves that the snapshot feature on ZFS does not cause 

data duplication because it only stores changes (delta blocks) 

after the previous snapshot. Thus, this mechanism is able to 

maintain data integrity with almost zero storage overhead, 

thereby proving the high efficiency of the ZFS system [20]. 

The snapshot efficiency test resulted in a value of 0%, 

which indicates that no additional storage was consumed at 

the time of measurement. This outcome is consistent with ZFS 

copy-on-write design, where snapshots only store modified 

blocks rather than duplicating existing data. Because no data 

changes occurred between the evaluated snapshots during the 

observation window, ZFS reported zero additional space 

usage. Snapshot efficiency is inherently dependent on the 

frequency of data updates and the duration of observation. 
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D. Results of Attack Simulation Testing 

To validate the effectiveness of the implemented security 

architecture, a series of attack simulation tests were 

conducted, covering unauthorized access threats (Brute 

Force), data integrity compromise (Ransomware), and system 

file manipulation. The results are summarized in the 

following table: 

TABLE III 

COMPARISON OF SECURITY PERFORMANCE BETWEEN DEFAULT SYSTEM AND DID ENABLED SYSTEM 

Testing 

Scenario 

Measurement Metric Default System 

(Without DiD) 

Proposed System 

(With DiD) 

Effectiveness / Improvement 

SSH Brute 

Force 

Login attempt limit Unlimited 5 attempts 99.9% reduction in unauthorized 

access attempts 

Response time (blocking) No response < 2 seconds (after 

threshold reached) 

Real-time mitigation of 

unauthorized access 

Ransomware 

Simulation 

Availability of recovery 

points 

None / manual (Slow) Periodic snapshots 

(Hourly) 

Ensures availability of read-only 

data copies 

Recovery Time (RTO), 

115 MB file size 

5 second (manual 

restore) 

1 second (zfs 

rollback) 

80% time reduction without 

physical file transfer 

File 

Manipulation 

File change detection Not detected Detected 

(AIDE/Logwatch) 

Identifies hash changes in critical 

system files 

System Audit 

Score 

Hardening index (lynis) 61 68 11.48% improved overall system 

security posture 

 

1) Resistance to Unauthorized Access: In the Brute-

Force test, the default system allowed attackers to perform 

unlimited login attempts, which could substantially burden 

the CPU resources of the Orange Pi. With the implementation 

of Fail2Ban, the system successfully detected suspicious 

activity and blocked the attacker’s IP address at the kernel 

level using UFW as soon as the threshold for failed attempts 

was exceeded. This demonstrates that the access-control layer 

effectively reduces account compromise risk to near zero. 

2) Data Resilience Against Ransomware: The 

ransomware simulation was performed by forcibly encrypting 

the shared folder. In a system without the DiD framework, the 

data became completely inaccessible. However, by utilizing 

ZFS Snapshots managed by Sanoid, the system was able to 

perform a rollback to the state prior to the attack (with a 

maximum RPO of 60 minutes). The snapshot mechanism 

proved highly efficient, as the recovery process (RTO) 

occurred within seconds regardless of the size of the affected 

dataset. 

3) System Integrity and Transparency: Through the use 

of AIDE and rkhunter, all attempts to modify system binaries 

or essential configuration files were successfully detected. 

Quantitatively, the improvement in the Lynis Hardening 

Index from approximately 61 to 68 indicates that the Debian-

based operating system has been configured in accordance 

with professional server security best practices. The 

automatically managed log accumulation ensures that 

forensic evidence remains preserved without overloading the 

internal storage capacity of the Orange Pi. 

E. Discussion of Results 

The test results that have been carried out show that the 

application of the DiD concept on a Debian-based NAS 

system on an Orange Pi device is able to improve system 

resilience and security without causing a significant 

performance burden. The implemented DiD approach 

consists of two main layers, namely host security and storage 

security, which complement each other in protecting data 

from various types of threats. 

1) Host Security Layer: The host security layer acts as 

the first line of defense against external threats. Firewall and 

Fail2Ban function as active protection systems that directly 

prevent unauthorized access. Testing showed that the Firewall 

successfully rejected all connections on non-permitted ports, 

while Fail2Ban automatically blocked the attacker's IP 

address after five failed login attempts. Meanwhile, AIDE and 

rkhunter function as detection and security audit systems that 

monitor file integrity changes and detect possible rootkits. 

Lynis helps the system hardening process by providing a 

security score index, while Logwatch produces periodic 

system activity reports to support continuous security 

monitoring. The combination of all these tools forms a layered 

defense mechanism that is capable of detecting, preventing, 

and reporting potential threats in real-time. 

2) Storage Security Layer: The second layer focuses on 

data protection through the ZFS snapshot feature. Testing 

showed that the system was able to recover data that was 

accidentally deleted or modified without loss of integrity. The 

copy-on-write feature and ZFS block management ensure that 

each snapshot only stores changes that have occurred since 

the previous snapshot, thus not causing data duplication. The 

storage efficiency value reaching 0% overhead proves that 

ZFS is very efficient in managing storage space. Thus, the 

storage layer contributes directly to the aspects of availability 

and data integrity, two important elements in the information 

security model. 

3) Effectiveness of the Defense-in-Depth Model: The 

integration between the host layer and the storage layer forms 
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a comprehensive defense system. The host layer handles 

prevention and detection aspects, while the storage layer 

strengthens recovery and data resilience. The test results show 

that the system is able to detect attacks, prevent unauthorized 

access, and recover data without significant performance loss. 

In addition, the entire system is run on an Orange Pi Zero 3 

device connected via a smartphone Wi-Fi hotspot network 

and can be accessed securely via ZeroTier One. This shows 

that the DiD concept can be implemented effectively even on 

low-cost hardware, with stable performance and good energy 

efficiency. 

4) Implications of Research Results: Based on the 

overall testing, it can be concluded that the DiD approach 

based on open-source software is effective in improving NAS 

security without requiring large resources. These research 

results support the application of layered security systems in 

edge computing and home server environments, where 

efficiency and reliability are primary factors. 

F. System Sustainability Analysis and Long-Term Data 

Accumulation Management 

The implementation of a DiD security system on SBC such 

as the Orange Pi requires a balance between robust protection 

mechanisms and the efficient use of limited hardware 

resources. A key challenge in long-term operation lies in the 

accumulation of residual data namely activity logs and ZFS 

snapshots which may hinder or even disrupt system 

functionality if not systematically managed. To mitigate the 

risk of disk exhaustion in critical directories such as /var/log, 

the system relies on the logrotate utility, which automatically 

compresses and periodically removes outdated log files. This 

mechanism ensures that security services continuously retain 

sufficient capacity to record new activity without 

compromising the stability of the system partition. 

In parallel with log management, the sustainability of the 

data resilience layer is maintained through Sanoid snapshot 

retention policy. By applying a tiered retention strategy, the 

system intelligently regulates snapshot accumulation to 

remain within the physical storage limits. Through the 

automated removal of expired hourly, daily, and monthly 

snapshots, the system is able to provide extensive recovery 

points without causing exponential disk usage growth. This 

approach is especially critical for storage devices such as SD 

cards or small SSD, ensuring the availability of space for the 

NAS primary functions over months or even years of 

operation. 

In responding to sustained cyberattacks, the system 

demonstrates scalable defensive capability through the 

dynamic collaboration between Fail2Ban and UFW. When 

faced with repetitive brute force attempts, the system not only 

enforces temporary bans but can also automatically escalate 

the ban duration to reduce processing overhead at the 

application layer. By shifting the blocking workload to the 

kernel level firewall, the Orange Pi is able to allocate CPU 

resources more efficiently to legitimate data requests, even 

under continuous attack pressure. This synergy ensures that 

the NAS remains responsive and avoids significant 

performance degradation resulting from security related 

workload management. 

Long term data integrity is preserved through routine 

maintenance procedures that include ZFS scrubbing and 

AIDE database updates. Periodic scrubbing verifies the 

integrity of each data block, detecting and automatically 

repairing physical corruption through ZFS self-healing 

capability. Meanwhile, regular synchronization between the 

actual system state and the AIDE database index is mandatory 

whenever official system updates occur. This prevents the 

buildup of false positive alerts, which could otherwise reduce 

administrator attentiveness toward genuine security 

anomalies. Through the integration of these automated 

mechanisms, the NAS security architecture is able to maintain 

a consistent defensive posture without requiring intensive 

manual intervention. 

G. Scalability and Portability Analysis 

The DiD approach implemented on the Orange Pi 

demonstrates a high level of portability due to its foundation 

on a standard Debian Linux distribution [21]. Technically, the 

entire security stack can be deployed with minimal 

adjustments across various other SBC ecosystems such as 

Raspberry Pi, Rock Pi, or Banana Pi. This portability is 

enabled by the fact that these tools operate at the operating 

system and filesystem layers (ZFS), both of which are 

inherently hardware-agnostic. Such flexibility allows 

developers and IT practitioners to adopt this security model 

on different SBC devices without redesigning the 

fundamental command structure or configuration logic [22]. 

When examining potential deployment in larger NAS 

environments or enterprise scale systems, the architecture 

exhibits excellent scalability. On more powerful x86-64 

infrastructures, tools like AIDE and Lynis can operate more 

efficiently in processing large scale system audits [23]. 

Scalability benefits become even more apparent with the use 

of ZFS, where its snapshot capabilities and retention 

management via Sanoid can accommodate storage pools 

consisting of dozens of disks configured in advanced RAIDZ 

layouts [24]. In virtualization environments such as Proxmox 

or vSphere, this DiD framework can be integrated as a 

standardized security template for each Virtual Machine 

(VM) functioning as a storage server, thereby strengthening 

security consistency across the entire data center [25]. 

Certain resource constraints must be considered when 

migrating to environments with either higher or lower 

hardware capacities. The use of ZFS requires a substantial 

RAM allocation [26]. On SBC with less than 1 GB of RAM, 

system performance may degrade if all security layers are 

activated simultaneously. Therefore, this study concludes that 

although the architecture is highly scalable, its 

implementation must be tailored to the available hardware 

capacity to maintain a balanced trade-off between strong 

security and responsive NAS service performance. 
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IV. CONCLUSION 

This research demonstrates that the implementation of a 

DiD framework on an Orange Pi based NAS is effective, 

lightweight, and feasible for low-cost environments. The 

combination of host-based security tools (UFW, Fail2Ban, 

AIDE, rkhunter, Lynis, and Logwatch) successfully provides 

preventive, detective, and monitoring capabilities that reduce 

the overall attack surface and detect abnormal system 

activities in real time. Testing results confirm that the firewall 

blocks unauthorized network access, Fail2Ban mitigates 

brute-force attempts, and integrity monitoring tools reliably 

detect file changes. 

At the storage layer, the integration of ZFS snapshots and 

a tiered Sanoid retention policy significantly strengthens data 

resilience. Snapshot rollback is proven to effectively restore 

deleted or modified files, achieving a RPO of one hour with 

minimal resource overhead. Performance measurements also 

show that activating multiple security layers does not 

introduce noticeable degradation on the Orange Pi Zero 3, 

keeping CPU usage below 10% and memory usage at 

approximately one-third of total capacity. 

This research concludes that an SBC-based NAS system 

can achieve a secure and highly available architecture when 

equipped with layered host security and ZFS-based data 

protection. The proposed model offers a practical, low-cost, 

and academically relevant reference for developing secure 

NAS solutions for SMEs, home users, and research 

environments. Future work may explore automation, 

scalability enhancements, and comparative evaluations with 

other security architectures to further strengthen the proposed 

framework. 
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