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Classification is the process of grouping data into specific categories based on their
characteristics or features, which plays a crucial role in the analysis, decision-
making, and prediction of new data. In academic settings, classification is used to
determine the Single Tuition Fee to place students according to their economic
ability. Lhokseumawe State Polytechnic has implemented the UKT system since
2020 with eight categories, but some students are still placed in UKT groups that do
not match the results of the manual process, which has limited accuracy. This study
uses the Random Forest method as a technology-based solution to improve the
accuracy and objectivity of UKT classification. The dataset used consists of 10,000
student data with 10 variables, covering economic and social information. The
research process includes data preprocessing, Random Forest model training,
performance evaluation using accuracy, precision, recall, and F1-score, and model
stability testing through 10-fold K-Fold Cross Validation. The results show that
Random Forest is able to classify most UKT classes well, especially classes 0—5 and
7. Class 6 has lower performance with a recall of 0.39 and an F1-score of 0.56 due
to the limited number of samples. The overall accuracy of the model reaches 96%,
while K-Fold Cross Validation produces an average accuracy of 95.50% with a
standard deviation of 0.66%, indicating the model is stable and able to generalize to
new data. This study proves that Random Forest is effective in UKT classification,
producing an objective, fair, and efficient system. This implementation model
supports data-driven decision-making in higher education and increases
transparency in UKT determination.

This is an open access article under the CC-BY-SA license.

I. INTRODUCTION

Classification is the process of grouping data or objects into
certain categories or classes based on their characteristics or
features [1],[2]. The main purpose of classification is to
facilitate analysis, decision making, or prediction of new data
based on patterns that have been recognized from previous
data [3],[4]. Classification machine learning is a supervised
learning technique used to map input data into predetermined
output labels or categories [5],[6]. Classification models are
trained using labeled datasets so they can recognize patterns
and make predictions about new data [7],[8].

Classification is not only used in the industrial, business,
and health sectors, but also has an important role in the
academic world, one of which is in determining the Single
Tuition Fee [9] . The Single Tuition Fee is an education fee
paid by students every semester, where all cost components
such as building fees, tuition fees, practicums, and others have
been combined into one fixed payment. UKT is implemented
in state universities as part of the Indonesian government's
policy through Permendikbud No. 55 of 2013 concerning
Single Tuition Fees and Single Tuition Fees [10].

Lhokseumawe State Polytechnic (PNL) is a state university
under the auspices of the Ministry of Research, Technology,
and Higher Education, and is located in Lhokseumawe City,
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Aceh Province. The determination of the Single Tuition Fee
(UKT) amount at PNL refers to the campus' internal Circular
Letter based on Regulation Number 25 of 2020 [11]. In
addition, this policy also takes into account various other
supporting regulations, such as Regulation Number 55 of
2013, changes contained in Regulation Number 73 of 2014,
Regulation Number 22 of 2015, Regulation Number 39 of
2016, and the latest Regulation Number 2 of 2024. The UKT
payment system has officially been implemented at
Lhokseumawe State Polytechnic since October 22, 2020. In
its implementation, students are grouped into eight UKT
categories, starting from Group I to Group VIII, which are
adjusted to the economic conditions of each student.

Problems identified through interviews with academic staff
include the fact that some students from low-income
backgrounds are still placed in inappropriate tuition groups,
and the accuracy of the UKT classification process remains
limited due to the manual process. These issues require a
technology-based solution to improve the accuracy and
efficiency of the Single Tuition Fee (UKT) classification.

The Random Forest method was chosen because it is
capable of handling categorical and numerical data. The
results of research conducted by Huynh-Cam focused on the
development and evaluation of several student academic
performance prediction models using the CART, C5.0,
Random Forest, and MLP algorithms. The study found that
CART obtained the highest accuracy of 80.00% compared to
C5.0 (74.59%), Random Forest (79.99%), and MLP (69.02%)
[12]. The results of previous research also conducted by Chen
showed that the combination of Random Forest and Genetic
Algorithm was able to achieve an average accuracy of 93.11%
with a minimum increase of 2.25% compared to the baseline
method, so this approach is effective for increasing the
reliability of student performance predictions as a basis for
decision making in the UKT classification system [13]. Based
on these two previous studies, the decision tree-based model
is considered superior and relevant to be applied to
educational data-based classification systems such as
determining UKT groups.

This research is able to produce a more accurate and fair
UKT classification system, so that students from low-income
families can be placed in cost groups according to their actual
economic conditions. Decisions on UKT determination
become more objective, data-based, and no longer rely on
manual subjectivity, while also increasing the efficiency of
higher education administration in the verification process.
The novelty of this research lies in the use of 10 variables that
are more comprehensive than previous research and the
utilization of valid data obtained directly from institutional
sources, so that the resulting classification model is more
accurate, representative, and reflects the real conditions of
students. The practical impact is the realization of a
transparent and accountable UKT determination policy,
increasing fair access to education for students, and providing
a strong foundation for improving UKT policies in the future.

II. METHODOLOGY

A. Research Stages

This research stage is structured to provide a systematic
overview of the research process, from problem
identification, data collection and pre-processing, application
of machine learning algorithms, to evaluation of classification
results. These stages are designed to ensure the research is
structured and scientifically accountable. The research stage
flow is shown in Figure 1.
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Figure 1. Research Stages
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Figure 1 shows the overall research flow, which begins
with problem identification as the initial step in determining
the main issues related to UKT management and grouping.
Once the problem is clearly formulated, the research
continues with a literature review, which examines various
theories, methods, and relevant previous research as a basis
for model development. The next stage is data collection,
where UKT data is obtained through internal institutional
sources and prepared for further analysis. The collected data
then enters a preprocessing stage, which includes data
cleaning, handling missing data, normalization, and encoding
to prepare the data for use by machine learning algorithms.
The processed data is then applied to a machine learning
model to classify UKT, with the aim of producing more
objective and accurate UKT groupings or category
predictions.

The model output is analyzed and discussed to assess its
performance, accuracy, and relevance to the research
problem. Based on this analysis, the research then formulates

conclusions that describe the main findings and provide
suggestions that can be used for further research development
and system implementation within an institutional
environment.

B. Data Collection

During data collection, researchers obtained primary
information through interviews with relevant parties who are
familiar with the UKT determination mechanism at Politeknik
Negeri Lhokseumawe. The interview results were analyzed to
identify and define relevant wvariables in the UKT
classification process. Based on these findings, 10 primary
variables were determined to serve as the basis for the
modeling. Furthermore, this study utilized secondary data
comprising 10,000 student records collected from the period
of 2020 to 2025, which had been processed and adapted to
suit the analysis needs. The variables used in this study can be
seen in Table 1.

TABLE L.
VARIABLE DATA
No | Variable Description Measurement
Scale
1 Father's Type of father’s occupation categorized into not working, farmer, fisherman, | Categorical
Occupation civil servant (PNS), entrepreneur, private employee, TNI/POLRI, and others | (Nominal)
2 Father's Income | Father’s monthly income grouped into income intervals ranging from no | Numerical
income to Rp. 5,750,000 (Ordinal)
3 Father's Status Father’s marital and life status categorized as deceased, divorced, or alive Categorical
(Nominal)
4 Mother's Type of mother’s occupation categorized into not working, farmer, | Categorical
Occupation entrepreneur, private employee, civil servant (PNS), and others (Nominal)
5 Mother's Income | Mother’s monthly income grouped into income intervals ranging from no | Numerical
income to Rp. 5,500,000 (Ordinal)
6 Mother's Status Mother’s marital and life status categorized as deceased, divorced, or alive Categorical
(Nominal)
7 | Number of | Total number of family members financially supported by parents, ranging | Numerical
Dependents from 1 to 20 dependents (Discrete)
8 | Water Source Status of residence categorized as no ownership, living temporarily, monthly | Categorical
rent, yearly rent, or owned (Ordinal)
9 Home Main water source used by the household, including well, river/spring, | Categorical
Ownership PDAM, and bottled water (Nominal)
10 | Home Condition | Physical condition of the house categorized as poor, moderate, or good Categorical
(Ordinal)

Table 1 shows the ten economic and social variables used
in this study, each accompanied by a clear description and
measurement scale. The variables of occupation and parental
status are presented on a categorical scale to describe the
conditions of employment and the continuity of economic
roles within the family, while the variables of father's and
mother's income are arranged in income intervals with an
ordinal scale to reflect the level of economic capacity in
stages. The number of dependents is measured using a
discrete numeric scale because it directly indicates the
magnitude of the family's economic burden. In addition, the

variables of air source, home ownership, and housing
condition are used as indicators of family welfare and quality
of life, expressed on a nominal or ordinal categorical scale
according to the characteristics of the data. Presenting these
detailed descriptions and measurement scales is important for
assessing the validity of the features used, as it ensures that
each variable truly represents the socioeconomic conditions
of students accurately and can be processed consistently in the
UKT classification model.
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C. Random Forest

Random Forest, introduced by Leo Breiman in 2001, is a
leading Ensemble Learning technique [14]. This method is an
evolution of the Classification and Regression Tree (CART)
algorithm, where it integrates two main techniques: Bootstrap
Aggregating (Bagging) and Random Feature Selection
[15],[16].

The Random Forest model offers several significant
advantages: it is capable of providing accurate classification
results (or high predictive accuracy), produces a minimal
error rate, and can process massive training datasets
efficiently.

!
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Figure 2. Random Forest Performance Scheme

Random Forest works by generating a set of diverse
decision trees. To determine the final classification result, this
method adopts the principle of majority voting; that is, the
class most frequently predicted (mode) by all trees in the set
will be selected as the final output [17], [18].

1. Perform random  sampling with  replacement
(bootstrapping) from the initial dataset to form training
data for each tree.

2. Randomly select a number of features (random feature
selection) at each node to determine the best solver.

3. Calculate Entropy and Information Gain values to
determine the optimal solver features.

4. Set the attribute with the highest Information Gain as the
Root Node and build the tree recursively until the data is
pure.

5. Determine Leaf Nodes as the final result if the data subset
is pure.

6. Repeat the tree building process until k different decision
trees are formed.

7. Combine the classification results from all trees using a
majority voting mechanism to obtain a more accurate final
prediction.

The procedure for constructing a Decision Tree begins by
calculating two key metrics: the Entropy value and the
Information Gain value [19],[20]. Entropy serves as an
indicator to measure the level of impurity of an attribute.

Entropy calculations can be performed for one attribute (using
formula 1) or for two attributes involving a frequency table
(using formula 2). After that, the Information Gain value is
calculated using equation 3 to identify the most optimal
solving feature.

c

Entropy(S) = Z —pilogz (1)
i=1
Where:
Entropy(S) = Entropy value of dataset S
S = Dataset set
C = Number of classes
i = Probability of class i in dataset
Entropy(T,X) = Z P(c)E(c) )
Where :
Entropy(T,X) = Entropy after attribute T is separated
based on attribute X
P(c) = Probability of attribute class
E(c) = Entropy value of attribute class
C [51]
Gain(A) = Entropy(S) — Z—l x Entropy(S, 3)
£ [5]
Where :
Gain (4) = Information Gain of attribute A
Entropy (S) = Entropy value of dataset S
[S:] = Number of samples for value i
[S] = Total number of data samples

Entropy (S;) = Entropy of the i-th subset after splitting

D. Implementation of the Random Forest Method

In this stage, the Random Forest method is applied to
classify UKT categories based on the variables determined in
the previous process. The modeling process begins with the
formation of several decision trees trained using different data
subsets, ensuring each tree has its own characteristics and
prediction patterns. Next, all trees are combined through a
majority voting mechanism to produce a more stable and
accurate final prediction. This approach was chosen because
Random Forest is able to overcome overfitting and provides
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good performance on large data sets. The complete
implementation of this method can be seen in Figure 3.

Input Dataset (_csv)
Data Reprocessing
[Data Transformation,

Split Data

20%
Training Data Testing Data

|

Implementation of
Classifier Model

Random Forest

Performance Evaluation
of K-Fold Cross
Validation Model

Training Model

Figure 3. Implementation of the Random Forest Method

Figure 3 shows the process of implementing the Random
Forest method in this study, starting with inputting a .csv
dataset. Data preprocessing was then performed to ensure data
quality and consistency before being used in modeling. Next,
the data underwent a transformation process to adjust the
format and variable scale required by the algorithm. The data
was then divided into two parts: 80% as training data and 20%
as test data. After that, the Random Forest classification
model was implemented and the model was trained using the
training data. The resulting model was then evaluated using
the K-Fold Cross Validation method to test its performance
consistency, and analyzed using a Confusion Matrix to obtain
evaluation results covering accuracy, precision, recall, and
other metrics.

E. Preprocessing Data

The data preprocessing stage is a crucial initial step in this
research before the data is used in the modeling process. This
stage aims to ensure that the data used is clean, consistent, and
ready to be processed, thereby improving the accuracy and
reliability of the classification model being developed. The
stages are shown in Figure 4.

Cek Missing Value
pada Kolom Target

Input Data Mentats

anp Missing Valve

Hasil Preprocessing

Figure 4. Data Preprocessing Stage

Figure 4 shows the data preprocessing process, starting
with raw data input, followed by checking and handling
missing values, particularly in the target column. Missing data
are removed to maintain the validity of the model training
process. Once the data is cleared of crucial missing values, a
data transformation process is performed to meet the
algorithm's  requirements, resulting in ready-to-use
preprocessed data. However, in addition to handling missing
values, the preprocessing stage ideally also includes outlier
handling to mitigate the influence of extreme values that can
disrupt model performance, normalization or standardization
of numeric variables to prevent scale differences from
impacting the learning process, and encoding of categorical
variables to convert non-numeric data into a numeric form
that can be processed by the Random Forest algorithm, thus
making the overall data more consistent and representative,
and supporting improved classification accuracy.

F. Model Evaluation

Model performance evaluation was conducted to measure
the accuracy and ability of the model to perform consistent
classification. In this study, the evaluation process utilized
two approaches: a Confusion Matrix to analyze predictive
performance based on accuracy, precision, recall, and fl-
score values, and K-Fold Cross Validation to assess model
stability and generalization across different data sets. These
two methods allow for a more comprehensive assessment of
model quality.

II1. RESULT AND DISCUSSION

This section presents the results and discussion of the
application of the Random Forest model to classify UKT
categories using 10,000 student data samples consisting of 10
variables. Analysis was conducted to evaluate the model's
performance in recognizing patterns in each UKT category by
utilizing metrics such as accuracy, precision, recall, F1-score,
confusion matrix, and K-Fold Cross Validation. The
discussion also includes the interpretation of the results
obtained from each metric, thus providing a comprehensive
understanding of the model's predictive capabilities,
demonstrated advantages, and potential limitations in certain
classes.

Classification Analysis of Single Tuition Fees Using the Random Forest Method with K-Fold Cross Validation
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A. Data Distribution

Data distribution analysis was performed to identify the
number of each label in the entire dataset, consisting of 10,000
entries. Examination of this distribution aims to obtain an
overview of the proportion of each class, thus identifying the
level of balance or potential imbalance in the data that could
impact model performance. This information serves as an
important basis for ensuring that the modeling and evaluation
processes are comprehensive and representative. The results

of the data distribution can be seen in Figure 3.
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Figure 5. Label Distribusi

Figure 5 shows the distribution of UKT labels in the
dataset, showing the varying amounts of data for each cluster.
The clusters with the largest amounts of data are clusters 2, 4,
and 7, with 1,604, 1,564, and 1,645 entries, respectively. This
indicates that these three clusters have a more dominant
representation within the overall dataset. Meanwhile, clusters
0, 1, 3, and 5 have relatively balanced amounts of data,
ranging from 1,054 to 1,389 entries, thus still contributing
significantly to the data composition.

Conversely, cluster 6 has the least amount of data, with
only 222 entries. This difference in numbers between clusters
illustrates the tendency of student data characteristics to be
more clustered in certain categories than others.
Understanding this distribution is important as a basis for
understanding the representation of each label in the dataset,
allowing interpretation of analysis and modeling results
according to the proportions of the available data.

Correlation matrix analysis is performed to identify the
relationships between variables in a dataset, both in terms of
direction and strength of correlation. This matrix
demonstrates the extent to which each variable influences
each other, providing a deeper understanding of the data
structure and the relationships between features used in the
modeling process. The correlation matrix can be seen in
Figure 6.

Correlation Matrix (Numerical Features Only)
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Figure 6. Correlation matrix

Figure 5 shows the correlation values in the table. All pairs
of variables exhibit a very weak linear relationship, with
values ranging from —0.05 to 0.03, and none exceed the
generally low correlation threshold (|0.1]). The highest
correlation value is found between Mother's Occupation
Value and Mother's Income Value, at 0.15. However, this is
still considered very weak and does not indicate a significant
linear relationship. The largest negative correlation is
between Father's Income Value and Mother's Occupation
Value, at —0.05, which also falls within the very low
correlation category. Overall, the numerical values in the table
indicate that none of the variables have a strong statistical
relationship with each other. The majority of values range
from —0.01 to 0.02, indicating a minimal or almost non-
existent relationship.

B. K- Fold Cross Validation

The K-Fold Cross Validation technique aims to evaluate
model performance more comprehensively by dividing the
dataset into several parts (folds) that are used alternately as
training and testing data. This method helps reduce evaluation
bias and ensures the model has good generalization
capabilities. This study used 10 iterations (10-Fold Cross
Validation) so that each data subset plays an equal role in the
training and testing processes. The results of the K-fold cross
validation test can be seen in Figure 6.
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Akurasi K-Fold Cross Validation (10 Fold)
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Figure 7. Result K-Fold Cross Validation

Figure 7 shows the results of K-Fold Cross Validation
with 10 iterations, showing that the model accuracy for each
fold varied: 0.954, 0.947, 0.957, 0.963, 0.951, 0.946, 0.947,
0.962, 0.964, and 0.959. This variation arises because each
iteration uses a different portion of the test data, thus the
complexity of the data in each fold also affects model
performance. The sixth fold recorded the lowest accuracy of
0.946 because the test data portion in that iteration had more
diverse patterns and did not completely resemble the training
data. Conversely, the ninth fold achieved the highest accuracy
of 0.964, indicating that the patterns in the test data in that
iteration were more consistent with the patterns learned by the
model.

Overall, the relatively small range of accuracy variation
resulted in an average accuracy of 95.50% with a standard
deviation of 0.66%, indicating that the model performed
stably across all iterations. The low standard deviation shows
that the model's performance did not fluctuate significantly
even when tested on various data subsets. This indicates that
the Random Forest model has good generalization capabilities
and can be relied upon to consistently predict different data
sets.

K-Fold Cross Validation shows that the model has good
stability, as evidenced by the results of 10-fold K-Fold Cross
Validation with a relatively small accuracy deviation between
folds. This indicates that the model's performance tends to be
consistent even when tested on different data subsets.
However, the analysis presented is still minimal because it
does not discuss in detail the performance distribution in each
fold and the potential for data leakage, especially if there are
student attributes that have strong correlations and have the
potential to appear simultaneously in the training and test
data, so this needs to be considered in the research.

C. Confusion Matrix

The Confusion Matrix is used to evaluate model
performance in more detail by examining the number of
correct and incorrect predictions for each class. This matrix
reveals how the model differentiates between categories,
including its ability to correctly identify the class and the
types of prediction errors that occur. This evaluation helps
understand the model's overall performance, not just based on

a single accuracy value. The results of the confusion matrix
can be seen in Figure 8.

Performa Klasifikasi UKT (Precision, Recall, F1-Score)

100160100 a0
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Kelas UKT

Figure 8. Classification Report

Figure 8 shows the model evaluation results, indicating
that the Random Forest algorithm performed very well in
classifying the UKT categories, achieving a total accuracy of
96%. In the UKT 0 and UKT 1 classes, the model achieved
high precision of 0.98 and 0.99, a recall of 0.93 for both, and
an Fl-score of 0.96 each. The UKT 2 class achieved a
precision of 0.97, a recall of 0.97, and an F1-score of 0.97.
The UKT 3 class showed perfect performance with precision,
recall, and F1-score all equal to 1.00. For UKT 4, the model
produced a precision of 0.93, a recall of 0.99, and an F1-score
0f 0.96, while UKT 5 had a precision of 0.95, a recall of 1.00,
and an F1-score of 0.98. Meanwhile, the UKT 6 class showed
lower performance with a precision of 1.00, a recall of 0.39,
and an F1-score of 0.56, indicating that some samples in this
class were not recognized properly. The UKT 7 class
performed very well with a precision of 0.92, a recall of 0.98,
and an Fl-score of 0.95. Overall, these results indicate that
the Random Forest model works effectively for the majority
of UKT classes and is suitable as a supporting model for
determining UKT categories.

In terms of class-level interpretation, the high
performance observed in UKT 0 and UKT 1 indicates that the
model is able to reliably identify students who fall into the
lowest tuition categories, which is crucial to ensuring that
economically disadvantaged students are not mistakenly
assigned to higher UKT levels. The strong results for UKT 2,
UKT 3, UKT 4, and UKT 5 suggest that the model can
accurately distinguish middle-range tuition categories,
thereby supporting a proportional and consistent allocation of
UKT based on students’ economic conditions. However,
special attention is required for the UKT 6 class, which
exhibits a low recall value, indicating that several students
who should belong to this category were misclassified into
other UKT levels. This misclassification may lead to
inequitable outcomes, such as students being assigned to
inappropriate tuition categories that do not reflect their actual
financial capacity. Meanwhile, the high performance of the
UKT 7 class shows that students in the highest tuition
category are generally identified correctly, reducing the risk
of unfair subsidy allocation. Overall, this class-level analysis
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highlights that while the model performs well across most
UKT categories, careful consideration of misclassification in
specific classes is necessary to maintain fairness in tuition fee
determination.

=== AKURASI RANDOM FOREST (TEST 20%) ===
Akurasi: 95.50%

=== CLASSIFICATION REPORT ===
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Figure 9. Confusion Matrix Evaluation

Figure 9 shows the results of the Random Forest model
performance evaluation on 20% of the test data, where an
accuracy rate of 95.50% was obtained, indicating that the
model was able to classify UKT data very well. The
classification report shows that almost all classes have high
precision, recall, and fl-score values, with some classes even
achieving a perfect fl-score of 1.00, indicating the model's
accuracy in distinguishing each UKT category. The weighted
average values for precision, recall, and fl-score, which
reached 0.96, 0.95, and 0.95, respectively, indicate that the
model remains stable despite the differences in the amount of
data in each class. However, in one class with a relatively
small amount of data, a low recall value is still seen,
indicating the model's limitations in recognizing all data in
that class. Overall, these results indicate that the Random
Forest model has optimal performance and is reliable in the
UKT classification process.
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Figure 10. Confusion Matrix Random Forest
Figure 10 shows the confusion matrix data for each UKT
class. The Random Forest model performed very well across

most classes. Classes 0 to 5, and class 7, had high True
Positive (TP) and low False Negative (FN) counts, indicating
that the model was able to accurately recognize positive
samples, although there were a few False Positive (FP) counts
in some classes. Class 3 performed excellently with a TP of
268, a TN of 1732, an FP of 0, and an FN of 0. Conversely,
class 6 performed poorly with a TP of only 16 and an FN of
28, indicating that most positive samples in this class were not
detected. Overall, this confusion matrix indicates that the
model was able to classify most UKT categories well,
although it struggled with classes with very small sample
distributions, such as class 6.
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Figure 11. feature importance
Figure 11 shows that the number of dependents is the
variable with the largest contribution in the UKT
classification process, followed by maternal occupation and
maternal income. This finding indicates that the family's
economic burden and the mother's economic role have a
significant influence in determining students' financial
capabilities. Although the father's income does not rank first,
this variable still makes a significant contribution along with
the father's occupation, so that overall the parental income
factor remains a major component in the UKT assessment.
The water source variable shows a moderate influence as an
indicator of welfare conditions, while the variables of parental
status, home ownership, and housing conditions have a
relatively small contribution of information, indicating that
the contents of these variables are already represented by
other economic variables. Thus, these results indicate that the
UKT classification is more influenced by economic factors
and the burden of family dependents than by physical factors
of the residence.

IV. CONCLUSION

Based on the analysis results, the application of the
Random Forest method to the UKT dataset with 10,000
samples and 10 variables effectively classified UKT
categories, with an overall accuracy of 96%. Evaluation using
precision, recall, and Fl-score metrics showed high
performance for most classes, particularly classes 0—5 and 7,
which were successfully recognized. However, class 6
performed lower, with a recall of 0.39 and an Fl-score of
0.56, indicating the model's difficulty recognizing samples in
very small classes. This indicates that Random Forest is
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capable of capturing dominant data patterns, but its
performance declines for classes with limited sample
distribution.

The results of the 10-fold K-Fold Cross Validation
confirmed the model's stability and generalization
capabilities, with an average accuracy of 95.50% and a
standard deviation of 0.66%, indicating relatively small
performance variations between data subsets. The low
accuracy fluctuations indicate that the model remains
consistent in predicting new data, even though each fold has
varying data complexity. Overall, the combination of high
accuracy results, stable performance, and good generalization
capabilities confirms that Random Forest is a reliable and
effective method for classifying UKT categories in this
dataset, and can also be a reference for decision-making
related to UKT management. As a recommendation, SMOTE
can be applied to handle imbalanced UKT data by generating
synthetic samples for minority classes. This helps the model
better recognize underrepresented categories, improves recall
and fl-score, and reduces bias toward majority classes.
Overall, the use of SMOTE can enhance the stability and
fairness of the Random Forest classification results.
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