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This determination of melon fruit ripeness is an important factor in ensuring fruit
quality in terms of taste, texture, and market value. However, ripeness assessment is
still predominantly performed manually and relies on subjective judgement, which
may lead to decreased product quality, inefficient distribution processes, and
potential economic losses. Therefore, an automated approach for classifying melon
ripeness levels is required. This study aims to analyze and compare the performance
Support Vector Machine (SVM) and Naive Bayes algorithms for melon ripeness
classification based on digital images using Histogram of Oriented Gradients (HOG)
feature extraction method. The dataset used in this study consists of 630 melon
images divided into three ripeness classes, 209 unripe, 220 semi ripe, and 201 ripe
images. The research process includes image preprocessing, data augmentation,
feature extraction, model training, and performance evaluation. Experimental results
show that the SVM with a Radial Basis Function (RBF) kernel, using parameter
C=10 and the default value, achieves the highest classification accuracy of 94%,
while the Naive Bayes algorithm attains an accuracy of 65%. These results indicate
that the SVM algorithm demonstrates superior classification performance compared

to Naive Bayes in determining melon ripeness levels.

This is an open access article under the CC-BY-SA license.

|. PENDAHULUAN

Pertanian merupakan salah satu sektor yang memegang
peranan penting dalam perekonomian Indonesia, karena
mayoritas penduduknya bekerja sebagai petani. Di antara
berbagai sektor pertanian, subsektor hortikultura menjadi
salah satu yang memiliki potensial untuk dikembangkan,
karena dapat meningkatkan pertumbuhan  ekonomi
masyarakat [1]. Buah-buahan merupakan subsektor
hortikultura yang banyak diminati masyarakat dan memiliki
nilai ekonomi tinggi. Dari banyaknya jenis buah, melon
menjadi salah satu komoditas unggulan, karena tidak
tergantung pada musim dan dapat diproduksi sepanjang tahun
[2]. Melon merupakan salah satu tanaman suku labu-labuan
dan banyak dibudidayakan di wilayah tropis. Tanaman ini
memiliki nilai ekonomi yang relatif tinggi, sehingga dapat
menjadi sumber pendapatan yang menjanjikan bagi petani
[3]. Tingkat kematangan buah melon menjadi aspek penting
dalam menentukan citra rasa, tekstur, dan kandungan

nutrisinya. Dalam memilih buah untuk dikonsumsi, umumnya
masyarakat akan memilih buah yang telah matang sempurna.
Namun, proses menentukan kematangan tersebut masih
dilakukan secara manual berdasarkan pengalaman subjektif,
sehingga dapat menimbulkan ketidaksesuaian dalam
penilaian dan berdampak pada kualitas serta distribusi buah
di pasaran.

Untuk mengatasi masalah tersebut, penelitian ini
menerapkan algoritma Naive Bayes dan Support Vector
Machine (SVM) dalam membangun model klasifikasi tingkat
kematangan buah melon. Naive Bayes merupakan algoritma
machine learning berbasis supervised learning yang
memerlukan data latih sebelum melakukan proses klasifikasi.
Algoritma ini menggunakan pendekatan probabilistik dan
statistik sederhana dengan asumsi bahwa setiap atribut pada
suatu kelas bersifat independen [4]. Sementara Support
Vector Machine (SVM) adalah algoritma yang memanfaatkan
pemetaan nonlinear untuk mengubah data latih ke dalam
ruang berdimensi lebih tinggi, dengan tujuan menemukan
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fungsi pemisah terbaik antara dua kelas yang berbeda [5].
Adapun metode ekstraksi fitur yang diterapkan adalah
Histogram of Oriented Gradients (HOG), yang berfungsi
untuk mengenali objek dengan menganalisis tepi dan arah
perubahan intensitas piksel pada citra [6].

Algoritma Naive Bayes dan Support Vector Machine
(SVM) telah banyak diterapkan dalam bidang klasifikasi citra
buah. Sebagai contoh, penelitian yang dilakukan oleh [7],
membahas perbandingan algoritma Support Vector Machine
(SVM) dan Naive Bayes dalam mengklasifikasi empat jenis
kurma, yaitu Ajwa, Sukari, Golden Valley, dan Deglet Nour,
berdasarkan citra Hue, Saturation, Value (HSV). Penelitian
ini menggunakan 200 citra yang dibagi menjadi 70% data
latih dan 30% data uji. Hasil akurasi terbaik didapat oleh
Naive Bayes, yaitu sebesar 80,00%, precision 79,74%, recall
78,46%, dan fl-score 79,09%, sedangkan Support Vector
Machine (SVM) dengan kernel linear hanya mendapat akurasi
sebesar 66,67%, precision 52,49%, recall 65,00%, dan f1-
score 58,08%. Penelitian lain yang dilakukan oleh [8] juga
menerapkan Support Vector Machine (SVM) untuk klasikasi
tingkat kematangan buah melon berbasis metode Gray Level
Co-occurrence Matrix (GLCM) dengan membandingkan
empat dan delapan arah sudut. Penelitian ini menggunakan
650 citra melon, yang terbagi ke dalam tiga kelas (matang,
setengah matang, dan tidak matang), dengan pembagian data
sebesar 80% data latih dan 20% data uji. Hasil terbaik
diperoleh pada penggunaan kernel linear dengan delapan arah
sudut GLCM, yang menghasilkan akurasi sebesar 80%,
precision 81%, dan recall 80%.

Selain itu, penelitian yang dilakukan oleh [9] juga
menerapkan Support Vector Machine (SVM) untuk
klasifikasi tingkat kematangan buah monk berbasis metode
Gray Level Co-occurrence Matrix (GLCM). Jumlah data
yang digunakan sebesar 991 citra buah monk yang terdiri dari
dua kelas (matang dan belum matang). Hasil akurasi yang
didapat sebesar 89% dengan parameter C=50 dan resolusi
gambar 100x100 piksel. Penelitian oleh [10] menerapkan
algoritma Naive Bayes dengan metode Histogram of Oriented
Gradients (HOG) untuk klasifikasi citra buah segar dan busuk
pada apel, pisang, dan jeruk. Data yang digunakan sebesar
13.599 citra dan memperoleh hasil akurasi sebesar 87%.
Performa terbaik ditunjukkan pada kelas apel segar dengan
nilai precision sebesar 97,92%, kelas apel busuk dengan nilai
recall sebesar 98,43%, dan kelas pisang busuk dengan nilai
Fl-score tertinggi yaitu sebesar 90,85%. Hasil tersebut
menunjukkan bahwa algoritma Naive Bayes dan metode
Histogram of Oriented Gradients (HOG) memiliki Kinerja
yang baik dalam menilai kualitas buah. Penelitian oleh [11]
membandingkan kinerja algoritma Support Vector Machine
(SVM) dan Naive Bayes untuk klasifikasi tingkat kematangan
jeruk lemon, dengan total 1.500 data yang terbagi menjadi
tiga kelas, yaitu belum matang, matang, dan terlalu matang.
Pembagian data dilakukan dengan rasio 80% data latih dan
20% data uji, yang menghasilkan akurasi sebesar 97% pada
algoritma Support Vector Machine (SVM) dan 82% pada
Naive Bayes.

Selanjutnya, penelitian oleh [12] membandingkan kinerja
algoritma Support Vector Machine (SVM) dan Random
Forest pada perangkat komputasi terbatas dalam mendeteksi
tingkat kematangan buah melon berjala varietas Sakata
Glamour. Jumlah dataset yang digunakan sebanyak 1430 citra
yang terbagi menjadi dua kelas, yaitu belum matang dan siap
panen, dengan penerapan metode Gray Level Co-occurrence
Matrix (GLCM). Hasil akurasi tertinggi didapat oleh SVM,
yaitu sebesar 82%, dengan rata-rata waktu inferensi 2,14 detik
dan penggunaan CPU 17,80%. Sementara Random Forest
hanya mendapat 73% dengan rata-rata waktu inferensi 2,15
detik dan penggunaan CPU 15,48%. Namun, pada hasil uji
independent two-sample t-test, kedua algoritma tersebut tidak
memiliki perbedaan yang signifikan baik dalam hal waktu
inferensi maupun penggunaan CPU. Oleh karena itu, Random
Forest lebih direkomendasikan, karena memiliki waktu
komputasi yang lebih cepat dan penggunaan sumber daya
CPU lebih efisien.

Berdasarkan penelitian-penelitian sebelumnya, algoritma
Naive Bayes dan Support Vector Machine (SVM) telah
banyak digunakan untuk mengklasifikasikan tingkat
kematangan buah, terutama menggunakan metode Gray Level
Co-occurrence Matrix (GLCM) dan Hue, Saturation, Value
(HSV). Berbeda dengan penelitian sebelumnya, penelitian ini
berfokus pada perbandingan kinerja algoritma Naive Bayes
dan SVM dalam mengklasifikasikan tingkat kematangan
buah melon menggunakan metode ekstraksi fitur Histogram
of Oriented Gradients (HOG), yang dinilai lebih efektif dalam
menangkap karakteristik tekstur dan bentuk objek. Penelitian
ini menggunakan data sebanyak 630 citra buah melon, yang
terdiri dari 209 citra buah belum matang, 220 citra buah
setengah matang, dan 201 citra buah matang. Seluruh citra
diproses melalui tahap preprocessing, augmentasi data, serta
ekstraksi fitur HOG. Selanjutnya, hasil ekstraksi fitur tersebut
dilakukan split data (pembagian data) sebelum digunakan
pada tahap pelatihan model dan proses Kklasifikasi
menggunakan algoritma Naive Bayes dan SVM. Tujuan dari
penelitian ini yaitu untuk menganalisis dan membandingkan
kinerja algoritma Naive Bayes dan SVM untuk klasifikasi
tingkat kematangan buah melon berdasarkan citra digital
menggunakan fitur HOG. Hasil penelitian diharapkan dapat
memberikan kemudahan bagi pengguna dalam menilai
tingkat kematangan buah melon secara lebih efisien.

I1. METODE
Pada metode penelitian, terdapat beberapa tahapan untuk
mencapai tujuan penelitian, seperti yang ditunjukkan pada
Gambar 1.

JAIC Vol. 10, No. 1, February 2026: 829 — 836



JAIC e-1SSN: 2548-6861

Citra Buah

>
Melon

Pelabelan |—» Prepocessing

Klasifikasi Naive
Bayes

Split Data |<—| Ekstraksi Fitur |<—| Augmentasi

Klasifikas1 Support
Vector Machine

(SVM)

—)| Evaluasi Model }—;| I—@

Gambar 1. Alur Penelitian
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A. Tahapan Penelitian

Penelitian ini dilakukan melalui beberapa tahapan yang
sistematis, seperti pengumpulan data citra buah melon,
preprocessing data, augmentasi, ekstraksi fitur, split data
(pembagian data), klasifikasi menggunakan Naive Bayes dan
Support Vector Machine (SVM), evaluasi model, dan
perbandingan hasil evaluasi. Alur penelitian ditunjukkan pada
Gambar 1.

B. Pengumpulan Data

Penelitian ini menggunakan data citra buah melon dengan
tiga kategori tingkat kematangan, yaitu belum matang,
setengah matang, dan matang. Citra diperoleh melalui
pemotretan manual yang dilakukan pada Maret 2025 dan
beberapa citra diperoleh dari Google untuk menambah jumlah
dataset, sehingga total dataset menjadi 630 citra, yang terdiri
dari 209 citra belum matang, 220 citra setengah matang, dan
201 citra matang. Pengambilan data dilakukan dengan kondisi
pencahayaan yang terkontrol. Setelah citra diperoleh, citra
diberi label sesuai tingkat kematangannya dan disimpan
dalam format yang sesuai untuk digunakan pada proses
klasifikasi menggunakan algoritma Naive Bayes dan Support
Vector Machine (SVM). Berikut merupakan citra buah melon
dengan tingkat kematangan yang berbeda, dapat dilihat pada
Gambar 2.
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Gambar 2. Sample Citra Buah Melon

C. Preprocessing Data

Sebelum melakukan proses klasifikasi, semua citra buah
melon melalui tahap preprocessing untuk memastikan
konsistensi ukuran, skala, dan kualitas visual. Setiap citra

buah melon pada dataset diubah ukurannya agar memiliki
dimensi yang sama, yaitu diubah menjadi 128x128 piksel,
agar dapat mempermudah proses ekstraksi fitur dan
klasifikasi pada tahap berikutnya. Pada tahap ini, semua citra
buah melon dibaca dari subfolder untuk memperoleh jalur file
dan label berdasarkan nama folder. Setiap citra kemudian
dikonversi menjadi citra keabuan (grayscale) untuk
menyederhanakan informasi warna dan memperjelas tekstur
permukaan buah.

D. Augmentasi

Adanya keterbatasan jumlah dan kualitas citra dapat
menjadi kendala dalam pelatihan model klasifikasi berbasis
citra, terutama ketika dataset tidak seimbang. Untuk
mengatasi hal tersebut, digunakan teknik augmentasi citra
untuk meningkatkan kemampuan model dalam mengenali
variasi data baru. Dalam penelitian ini, augmentasi yang
dilakukan adalah penyesuaian kecerahan citra (brightness
adjustment) dan penerapan Gaussian blur tanpa mengubah
label aslinya. Jumlah data citra buah melon mengalami
peningkatan, dari 630 menjadi 1890 citra, sehingga distribusi
dataset menjadi lebih seimbang pada setiap tingkat
kematangan. Dengan adanya teknik augmentasi, maka dataset
menjadi lebih representatif dan bervariasi, sehingga dapat
membantu mengurangi risiko overfitting serta meningkatkan
kestabilan dan tingkat akurasi model pada data validasi
maupun data uji.

E. Ekstraksi Fitur

Pada penelitian ini, proses ekstraksi fitur dilakukan
menggunakan metode Histogram of Oriented Gradients
(HOG), yang dikenal memiliki efektivitas tinggi dalam
menganalisis citra karena berfokus pada distribusi gradien di
dalam gambar. Melalui perhitungan gradien pada setiap
piksel, HOG mampu merepresentasikan informasi mengenai
bentuk dan struktur objek, sehingga membantu proses
identifikasi serta klasifikasi berbagai jenis objek dengan lebih
akurat [13]. Dalam penelitian ini, konfigurasi HOG yang
digunakan adalah orientations = 12, ukuran pixels per cell =
8x8, dan cells per block = 2x2, serta normalisasi blok
menggunakan metode L2-Hys. Pemilihan parameter ini
digunakan untuk memperoleh representasi fitur gradien yang
seimbang. Hasil ekstraksi fitur tersebut kemudian
direpresentasikan dalam bentuk vektor satu dimensi yang
digunakan sebagai input untuk proses klasifikasi
menggunakan algoritma Naive Bayes dan Support Vector
Machine (SVM). Sebagai pembanding, metode Gray Level
Co-occurrence Matrix (GLCM), memungkinkan analisis
tekstur yang lebih komprehensif melalui perhitungan empat
statistik tekstur global, yaitu contrast, homogeneity, energy,
dan correlation. Namun, pendekatan ini membutuhkan waktu
komputasi yang relatif lama, dan sensitif terhadap perbedaan
orientasi citra [14]. Oleh karena itu, HOG dipilih dalam
penelitian ini karena robust terhadap perubahan pencahayaan
dan bayangan karena menerapkan normalisasi kontras lokal
pada blok histogram yang saling tumpang tindih, sehingga
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mampu menghasilkan vektor fitur yang lebih konsisten dan
adaptif terhadap transforrmasi spasial dan fotometrik [15].

F. Split Data

Setelah proses ekstraksi fitur selesai, data hasil ekstraksi
tersebut selanjutnya dibagi menjadi data latih, data validasi,
dan data uji melalui satu kali pembagian data menggunakan
train-test split secara bertahap. Pada tahap awal, data dibagi
menjadi 80% untuk data sementara dan 20% untuk data uji.
Selanjutnya, dari data sementara tersebut, dibagi kembali
menjadi 85% untuk data latih dan 15% untuk data validasi,
sehingga diperoleh hasil akhir, data latih (68%), data validasi
(12%), dan data uji (20%). Pembagian data dilakukan secara
stratified, dengan tujuan untuk menjaga keseimbangan
proporsi kelas pada setiap subset data, sehingga model dapat
dilatih secara optimal serta menghasilkan performa yang
konsisten.

G. Naive Bayes

Naive Bayes merupakan algoritma machine learning yang
digunakan untuk melakukan klasifikasi data menggunakan
pendekatan probabilistik. Algoritma ini mengasumsikan
bahwa setiap fitur atau atribut dalam dataset bersifat
independen satu sama lain [16]. Metode ini merupakan
pendekatan probabilistik yang sederhana namun efektif dalam
memprediksi kelas suatu data. Secara umum, Teorema Bayes
dapat dinyatakan sebagai berikut [17].

P(X|C) - P(C) 1
PN =—5h

Dimana:

P(C|X): Peluang kejadian C jika diketahui X
P(X|C): Peluang kejadian X jika diketahui C
P(C): Peluang kejadian C

P(X): Peluang kejadian X

H. Support Vector Machine (SVM)

Support Vector Machine (SVM) merupakan algoritma
dalam machine learning yang banyak digunakan untuk
analisis data serta pengenalan pola, karena mampu
menghasilkan model Klasifikasi yang akurat. SVM mencari
hyperplane terbaik yang dapat memisahkan data dari dua
kelas atau lebih dengan margin terbesar, sehingga tidak hanya
meminimalkan kesalahan klasifikasi tetapi juga membantu
menghindari overfitting, namun rentan terhadap outlier dan
pemilihan fungsi kernel [18]. Hyperplane dapat dinyatakan
sebagai berikut:

w-x+b=0 2

Dimana:

w: Vektor bobot

x: Vektor fitur

b: Bias atau intercept

SVM dapat memaksimalkan margin antar kelas dengan
meminimalkan tingkat kesalahan dalam proses klasifikasi.
Secara matematis, SVM menyelesaikan permasalahan
optimasi, dengan meminimalkan nilai fungsi objektif.

©)

1
P 2
mm2 [lwl]

Dengan kendala bahwa y;(w - x) + b > 1 untuk setiap data
x; dengan y; sebagai label kelas (+1 atau -1) [19]. Terdapat
parameter utama yang memengaruhi performa SVM,
diantaranya parameter regularisasi (C), fungsi kernel, dan
gamma [20]. Pada penelitian yang dilakukan, SVM
dikonfigurasikan menggunakan kernel Radial Basis Function
(RBF) dengan parameter C=10 dan nilai gamma default.
Pemilihan kernel RBF ini mampu menangani data yang tidak
dapat dipisahkan secara linear dan bekerja dengan memetakan
data ke ruang fitur berdimensi yang lebih tinggi, sehingga
pemisahan antar kelas menjadi lebih optimal. Fungsi kernel
RBF dirumuskan sebagai berikut:

llx — xllz) 4

202

k(x,x") = exp<

Di mana x dan x’ merupakan vektor fitur, sedangkan o
merupakan parameter yang mengontrol besarnya pengaruh
suatu titik terhadap titik data lainnya dalam ruang fitur [21].

I. Evaluasi Model

Evaluasi model merupakan proses untuk mengetahui
seberapa baik performa model Klasifikasi setelah selesai
dilatih. Dalam konteks Klasifikasi tingkat kematangan buah
melon, evaluasi dilakukan untuk mengukur performa
algoritma Naive Bayes dan Support Vector Machine (SVM)
dalam mengenali dan mengklasifikasi citra buah melon
berdasarkan tingkat kematangannya. Proses ini dilakukan
dengan membandingkan hasil prediksi model terhadap label
sebenarnya, sehingga mampu menggambarkan kinerja model
secara menyeluruh maupun pada setiap kelas. Kinerja model
dinilai menggunakan metrik akurasi, precision, recall, dan F1-
score [22].

Aurasi — TP + TN )
WaSt = TP ¥ TN + FP + FN
.. TP (6)
Precision = TP+ FP
TP )
Recall = TP-l-—FN
Precision X Recall (8)

F1—Score =2 X

Precision + Recall

Dimana:
True Negative (TN): Bernilai negatif dan diprediksi negatif
True Positive (TP): Bernilai positif dan diprediksi positif
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False Negative (FN): Bernilai positif namun diprediksi
negatif
False Positive (FP): Bernilai negatif namun diprediksi positif

J. Perbandingan Hasil Evaluasi

Pada tahap ini, dilakukan perbandingan hasil evaluasi
antara dua metode klasifikasi, yaitu Naive Bayes dan SVM.
Perbandingan tersebut bertujuan untuk mengetahui metode
yang  memiliki  kinerja  lebih  optimal  dalam
mengklasifikasikan tingkat kematangan buah melon. Proses
evaluasi didasarkan pada nilai akurasi, precision, recall, dan
F1-score yang diperoleh dari masing-masing model. Hasil
perbandingan tersebut digunakan sebagai dasar dalam menilai
kedua metode dalam mengklasifikasikan kematangan buah
melon.

I11. HASIL DAN PEMBAHASAN

Penjelasan diawali dengan pembahasan mengenai hasil
pengujian model klasifikasi yang diperoleh dari penerapan
algoritma Naive Bayes dan Support Vector Machine (SVM).
Setelah model Kklasifikasi selesai dibuat dan dievaluasi,
diperoleh hasil perbandingan antara kedua algoritma tersebut
untuk menentukan model dengan performa terbaik.
Berdasarkan hasil evaluasi, model dengan tingkat akurasi
tertinggi dipilih untuk diimplementasikan ke dalam sistem
MeLoniQ, yang digunakan sebagai sistem klasifikasi tingkat
kematangan buah melon.

A. Model Naive Bayes

Pengujian pertama dilakukan pada model Naive Bayes
yang diimplementasikan menggunakan fungsi Gaussian
Naive Bayes, di mana setiap fitur numerik mengikuti
distribusi normal pada masing-masing kelas. Asumsi ini
memungkinkan perhitungan probabilitas posterior secara
efisien. Namun, asumsi ini berpotensi menjadi keterbatasan
ketika terdapat korelasi antar fitur [23]. Kinerja Naive Bayes
dievaluasi berdasarkan metrik evaluasi yang terdiri dari,
akurasi, precision, recall, dan F1-score. Hasil tersebut dapat
dilihat pada Gambar 3.

Label Precision Recall F1-Score
Belum Matang 0.61 9.58 0.60
Matang 9.65 0.78 0.71
Setengah Matang 0.68 9.58 9.63
Accuracy 0.65

Gambar 3. Metrik Evaluasi Naive Bayes

Berdasarkan hasil yang ditunjukkan pada Gambar 3, bahwa
model Naive Bayes memperoleh akurasi sebesar 65%, yang
menunjukkan bahwa kinerja model masih tergolong rendah.
Pada metrik evaluasi, diperoleh nilai precision tertinggi pada
kelas setengah matang, yaitu sebesar 0,68, kemudian nilai
recall tertinggi sebesar 0,78 pada kelas matang, dan nilai F1-
Score tertinggi sebesar 0,71 pada kelas matang. Hasil tersebut

menunjukkan bahwa performa Naive Bayes belum mampu
memberikan kinerja yang optimal dalam mengklasifikasikan
tingkat kematangan buah melon. Hal ini terlihat dari nilai
akurasi yang masih relatif rendah, serta nilai precision, recall,
dan F1-score yang belum memberikan hasil yang stabil pada
setiap kelas tingkat kematangan buah melon.

B. Model Support Vector Machine (SVM)

Pengujian kedua dilakukan pada model Support Vector
Machine (SVM) yang dikonfigurasi menggunakan kernel
Radial Basis Function (RBF) dengan parameter C=10 dan
nilai gamma default. Model SVM dilatih dan diuji dengan
proporsi data yang sama, agar perbandingan hasil dapat
dilakukan. Hasil tersebut dapat dilihat pada Gambar 4.

Label Precision Recall Fl-Score
Belum Matang 0.94 .94 0.94
Matang 0.97 .93 .95
Setengah Matang 0.93 8.95 0.94
Accuracy 0.94

Gambar 4. Metrik Evaluasi SVM

Berdasarkan Gambar 4, model SVM menghasilkan akurasi
sebesar 94%, yang menunjukkan bahwa model memiliki
kemampuan klasifikasi yang baik dalam menentukan tingkat
kematangan buah melon. Pada metrik evaluasi, nilai precision
tertinggi mencapai 0,97 pada kelas matang, nilai recall
tertinggi diperoleh pada kelas setengah matang, yaitu sebesar
0,95, dan nilai F1-Score tertinggi mencapai 0,95 pada kelas
matang. Secara keseluruhan, performa model SVM
menunjukkan kestabilan pada nilai precision, recall, dan F1-
score di seluruh kelas tingkat kematangan buah melon.
Kestabilan ini mengindikasikan bahwa model tidak hanya
unggul dari sisi akurasi, tetapi juga konsisten dalam
mengenali setiap kelas kematangan. Konsistensi performa
model tersebut penting dalam penerapan sistem, karena
ketidakstabilan hasil klasifikasi dapat menyebabkan prediksi
yang kurang akurat.

C. Perbandingan Hasil Evaluasi

Bagian ini menyajikan perbandingan kinerja algoritma
Naive Bayes dan SVM dalam mengklasifikasikan tingkat
kematangan buah melon. Berikut merupakan confusion
matrix dari kedua algoritma tersebut, ditunjukkan pada
Gambar 5.
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Confusion Matrix - SVM

Confusion Matrix - Naive Bayes

Belum Matang

True Label

Hal
3
True Label

28 2

Setengah Matang

Belum Matang

Belum Matang Matang
predicted Label

(a) (b)

Gambar 5. Confusion Matrix dari kedua algoritma (a) Naive
Bayes, (b) SVM

Untuk memperjelas perbandingan kinerja kedua algoritma
tersebut, confusion matrix digunakan untuk menunjukkan
distribusi prediksi benar dan salah pada setiap kelas tingkat
kematangan buah melon. Berdasarkan confusion matrix pada
Gambar 5, kesalahan Klasifikasi paling banyak terjadi pada
kelas setengah matang dan matang. Hal ini dikarenakan kedua
kelas tersebut memiliki karakteristik yang relatif sama,
terutama pada pola tekstur permukaan dan intensitas gradien,
sehingga representasi fitur saling tumpang tindih. Kondisi
tersebut dapat menurunkan kemampuan model dalam
membentuk batas keputusan, terutama pada algoritma Naive
Bayes yang mengasumsikan independensi antar fitur.

Setengah Matang

Setengah Matang
Predicted Label

D. Implementasi Sistem

Berdasarkan hasil evaluasi, model SVM dipilih untuk
diimplementasikan ke dalam sistem berbasis web yang diberi
nama MeLoniQ, karena memperoleh hasil akurasi tertinggi,
yaitu 94%. Implementasi sistem digunakan sebagai sarana
pendukung untuk memviusalisasikan hasil penelitian.
Implementasi ini menjelaskan output dari sistem klasifikasi
tingkat kematangan buah melon yang telah dirancang, yang
terdiri empat halaman utama vyaitu halaman Home,
Classification, Evaluation, dan About. Berikut merupakan
tampilan hasil dari program beserta penjelasannya.

1) Tampilan Home: Halaman utama (home) digunakan
sebagai tampilan awal sebelum pengguna mengakses
halaman klasifikasi. Pada halaman ini, terdapat nama sistem,
logo, dan tombol “Start Classification”. Tampilan hasil
ditunjukkan pada Gambar 5.

2) Tampilan Classification: Halaman klasifikasi
(classification)  digunakan untuk  mengunggah dan
memproses citra yang akan diklasifikasikan. Pada halaman
ini, pengguna dapat mengunggah citra buah melon,
melakukan crop gambar, dan prediksi tingkat kematangan.
Hasil prediksi dari sistem langsung ditampilkan bersamaan
dengan label asli dari citra yang diunggah. Halaman ini juga
menampilkan informasi lain seperti, prediksi, warna dominan,
tingkat akurasi prediksi, dan keterangan. Selain itu, tampilan
ini juga tersedia fitur kamera yang dapat memudahkan
pengguna dalam mengambil gambar secara langsung.
Tampilan hasil ditunjukkan pada Gambar 6.

A Home  [S Classification 1l Evaluation @ About

@ MeLoniQ

Klasifikasi Tingkat Kematangan Buah Melon

Upload Image or Use Camera
Choose File |Belum Matang_193jpg
Original Label

Belum Matang

Label Asli : Belum Matang

Prediksi : Belum Matang
Warna Dominan : Yellow
Akurasi Prediksi :97.4%

Keterangan : Warna kulit menguning dengan dasar yang mulai pucat. Jaring sangat tipis.

Gambar 7. Tampilan Halaman Classification

3) Tampilan Evaluation: Halaman evaluasi
(evaluation) digunakan untuk menampilkan hasil metrik
evaluasi dari kedua algoritma, yaitu Naive Bayes dan Support
Vector Machine (SVM). Halaman ini mencakup nilai
precision, recall, dan F1-score untuk setiap kelas tingkat
kematangan buah melon, serta nilai akurasi secara
keseluruhan dari masing-masing model. Tampilan hasil

ditnjukdan paca Gambar 7

Welcome to MeLoniQ!

Gambar 6. Tampilan Halaman Home
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@ MeloniQ A Home [ Classification  th Evaluation @ About

Hasil Evaluasi Model

Laporan Klasifikasi Naive Bayes

Belum Matang
Matang

Setengah Matang

Overall Accuracy: 65.00%

Laporan Klasifikasi SVM

Belum Matang
Matang

Setengah Matang

Overall Accuracy: 94.00%

Gambar 8. Tampilan Halaman Evaluation

4) Tampilan About: Halaman about merupakan
halaman mengenai informasi sistem. Pengguna dapat
mengetahui deskripsi singkat mengenai tujuan, metode yang
digunakan, dan informasi tentang sistem. Tampilan hasil
ditunjukkan pada Gambar 8.

il Evaluation @ About|

@ MeloniQ 4 Home  [3 Classification

About MeloniQ

Gambar 9. Tampilan Halaman About

Secara keseluruhan, implementasi sistem MeLoniQ telah
berhasil diimplementasikan dan berfungsi dengan baik sesuai
dengan yang diharapkan. Dengan tampilan antarmuka yang
sederhana, sistem ini dapat memberikan kemudahan bagi
pengguna dalam melakukan proses Kklasifikasi tingkat
kematangan buah melon secara lebih efisien dan akurat.

1V. KESIMPULAN

Hasil penelitian menunjukkan bahwa algoritma Support
Vector Machine (SVM) lebih efektif dibandingkan algoritma
Naive Bayes dalam mengklasifikasikan tingkat kematangan
buah melon berbasis citra digital menggunakan ekstraksi fitur
Histogram of Oriented Gradients (HOG). Jumlah dataset
yang digunakan sebanyak 630 citra buah melon, yang terdiri
dari 209 citra belum matang, 220 citra setengah matang, dan
201 citra matang. Hasil evaluasi menunjukkan bahwa

algoritma SVM dengan kernel RBF, parameter C = 10, dan
nilai gamma default menghasilkan akurasi tertinggi sebesar
94%, serta menunjukkan kinerja yang lebih stabil dan
konsistem pada nilai precision, recall, dan F1-score di seluruh
kelas tingkat kematangan buah melon. Sementara pada
algoritma Naive Bayes, menghasilkan akurasi yang lebih
rendah, yaitu sebesar 65%, karena memiliki keterbatasan
dalam menangani pola citra. Meskipun teknik augmentasi
data telah diterapkan, penelitian ini masih memiliki
keterbatasan pada jumlah dataset, sehingga memengaruhi
kemampuan generalisasi model. Selain itu, dataset yang
digunakan belum sepenuhnya mencakup keberagaman
kondisi citra nyata, seperti variasi pencahayaan. Oleh karena
itu, penelitian selanjutnya disarankan untuk menggunakan
dataset yang lebih beragam dan menggunakan metode lain
agar dapat meningkatkan kamampuan generalisasi model.
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