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Communication is a fundamental human need, yet individuals with hearing
impairments continue to face barriers due to limited access to sign language
translation technologies. In Indonesia, the adoption of such technologies remains
low, particularly in regions such as Sorong, Southwest Papua, creating a
communication gap between the Deaf community and the general public. This study
develops a web-based detection system for 36 classes of the Indonesian Sign System
(SIBI) using the YOLOvVS algorithm. The dataset consists of 5,682 images of SIBI
hand poses with variations in lighting and background, divided into 4,970 training
images (87%), 376 validation images (7%), and 335 test images (6%). All data were
processed through labeling, preprocessing, augmentation, balancing, and model
training. The training was conducted for 150 epochs, and the evaluation results show
that YOLOvVS is capable of detecting SIBI signs with significant accuracy.
Performance evaluation using a confusion matrix achieved a detection accuracy of
95%, supported by stable precision and recall values and real-time inference
performance on common web browsers. Usability testing with 20 respondents
indicated satisfaction levels above 72.8%, demonstrating that the system is practical
and easy to use. This research presents a validated real-time, web-based SIBI
detection system that supports inclusive computer vision applications and enhances
accessibility in public services such as education, healthcare, and administrative

environments.

This is an open access article under the CC—BY-SA license.

I. INRODUCTION

Communication is a basic need for every individual, but
people with hearing impairments face limitations because
they must rely on sign language as their primary means of
interaction[1]. The World Health Organization (WHO, 2021)
estimates that by 2050, 2.5 billion people will experience
hearing loss, with 700 million of them requiring rehabilitation
[2]. In Indonesia, according to the 2023 Indonesian Health
Survey (SKI), the prevalence of hearing disability in
individuals aged > 1 year is 0.4% [3]. For children, data
indicates that approximately 3 out of 100 children (3%)
experience hearing loss (measured at >20 dB) according to a
2024 announcement by the Ministry of Health[4]. In Sorong
City, Southwest Papua, the use of sign language translation
technology is still very limited, characterized by a lack of data
and low government attention[5][6]. This condition creates a

communication gap between people with hearing
impairments and the general public, necessitating technology-
based innovations to  bridge these limitations.
The application developed in this study utilizes the YOLOvSs
algorithm to detect 50 Indonesian Sign Language (BISINDO)
movements thru a webcam camera. From the three training
variations, the test results showed a maximum accuracy of
67% in the first test and 51.95% in the second test[7][8]. The
results shown are less than optimal in supporting real-time
detection. The model may also have difficulty generalizing if
the training dataset is not sufficiently representative of real-
world scenarios, thus affecting performance on new and real-
time data.

The research conducted developed a SIBI gesture
recognition system by combining hand skeleton and shape
features using deep learning. The accuracy achieved is around
88%, but this study is still not optimal in handling variations
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in lighting conditions, dynamic gestures, and complex
backgrounds[9]. Research related to image processing and
machine learning also remains a challenge due to the varying
speed of real-time movements[10][11]. However, the
application of YOLO for the Indonesian Sign Language
System (SIBI), especially web-based, is still very limited.
Most current research focuses heavily on mobile or desktop
applications, as well as static gesture prediction studies,
highlighting the need for further research to develop a
responsive, web-based real-time system accessible to the
general public. This research aims to implement a web-based
YOLOVS5 algorithm for detecting and recognizing 36 classes
of SIBI gestures.

The stages include image processing (labeling, resizing,
grayscale, contrast adjustment, rotation, and dataset
balancing) and system development using the Extreme
Programming (XP) approach. The research results are
expected to enrich academic studies in the field of computer
vision, provide a practical system for inclusive
communication for the hearing impaired, and serve as a
technology-based policy reference in education and public
services.

II. METHOD

This research uses handwritten image data consisting of the
alphabet letters A—Z (26 classes) along with several additional
words. The collected dataset was annotated using Roboflow
as a tool for labeling and data augmentation, and then stored
for further processing. The research process begins with
collecting a dataset containing thousands of images of the
Indonesian Sign System (SIBI). The dataset then undergoes a
pre-processing stage to improve data quality through labeling,
image resizing, augmentation, and balancing the number of
images in each class.

After the initial processing is completed, the YOLO
algorithm is developed to build a model capable of
recognizing and detecting sign patterns with high accuracy.
The flowchart illustrates the processing stages starting from
dataset collection and labeling, followed by augmentation to
increase the variation and quantity of training data. The
processed dataset is then used to train the YOLO-based
detection model, which is subsequently evaluated and stored
as the final model to be implemented in a real-world system.

The development of both the model and the system
application follows the Extreme Programming (XP)
methodology, which includes iterative phases of planning,
designing, coding, and testing to ensure that the resulting
system is stable, responsive, and capable of being used in real
time by users.

A. Image Processing

The preprocessing stage is carried out to improve the
quality of the dataset prior to model training[12][13]. TThe
techniques used include resizing to match YOLO input
requirements, as well as data augmentation (rotation, flipping,

zooming, and brightness adjustment) to increase data
variability and reduce the risk of overfitting[14].

B. Development of the YOLO Algorithm

YOLOVS is employed in this study due to its advantages in
performing real-time object detection and delivering reliable
accuracy performance [15][16]. The model development
process includes:

e Modeling, i.e., adjusting the YOLO architecture
according to classification requirements;

e Training and testing, with performance evaluation
using accuracy, precision, recall, and mAP
metrics;

e Storing the best-performing model for further
implementation[17].

C. System Development Model

The Extreme Programming (XP) method is applied in
system development, consisting of four main phases:
planning for requirements identification, design for system
architecture development, coding to implement YOLOvV5
integrated with Roboflow, and testing to evaluate system
performance using test data[18]. The Extreme Programming
(XP) method is implemented through four primary phases:
planning to identify system requirements, design to develop
the system architecture and workflow, coding to implement
the YOLOVS algorithm integrated with Roboflow, and testing
to evaluate the system’s performance using testing data.

In the design phase, the web system architecture is built
using a Flask-based client—server approach, where the user's
browser sends HTTP requests to process images or camera
streams. The server then processes these requests through a
YOLOVS pipeline consisting of four stages: (1) image
preprocessing, (2) loading the YOLOvVS model using the
best.pt weight file, (3) performing inference to detect gesture
classes and bounding box coordinates, and (4) returning the
detection results in JSON format to the client for direct
visualization on the web interface[19]. This structured
architecture ensures clear integration between the user
interface, the Flask backend, and the YOLOVS5 inference
module, enabling the entire process to be reproduced
consistently.

In the implementation phase, the system is designed to
activate the camera, capture images in real-time, and process
them using the YOLO-based detection procedure. When the
system successfully detects a SIBI gesture, the detection
results—consisting of the class label and bounding box—are
displayed immediately, allowing users to obtain information
quickly and accurately. The XP development model ensures
that the system is built iteratively, remains responsive to user
needs, and operates stably within real-world application
environments. The Extreme Programming (XP) method is
applied in system development, consisting of four main
phases: planning for requirements identification, design for
system architecture development, coding for implementing
YOLOVS integrated with Roboflow, and testing to evaluate
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system performance using test data[20][21]. The Extreme
Programming (XP) method is applied in system development,
consisting of four main phases: planning to identify system
requirements, design to develop the system architecture and
workflow, coding to implement the YOLOvS algorithm
integrated with Roboflow, and testing to evaluate system
performance using test data[22]. During the implementation
stage, the system is designed to activate the camera, capture
images in real-time, and process them using a YOLO-based
detection procedure. When the system successfully detects a
SIBI sign, the detection results—consisting of the class label
and bounding box—are displayed immediately, allowing
users to obtain information quickly and accurately. The XP
development model ensures that the system is built iteratively,
remains responsive to user needs, and operates stably within
real-world application environments.

III. RESULTS AND DISCUSSION

The dataset used in this study consists of 5,682 PNG/JPG
images with 36 sign classes, which are divided into 4,970
images for training (87%), 335 images for testing (6%), and
376 images for validation (7%).

A. Development of the YOLO Algorithm

This study utilizes an SIBI sign image dataset in PNG/JPG
format, collected through direct recording, independent data
gathering, and downloads from Kaggle. The dataset was then
processed in Roboflow to assign labels to each sign class.

B. Labeling with bounding boxes

At the labeling stage, the collected hand sign images are
annotated by adding bounding boxes.

C. Split Dataset

At the dataset splitting stage, the annotated hand sign
images are divided into train, test, and validation folders
according to the model training requirements.

D. Preprocessing Data

Data preprocessing is performed to ensure that the dataset
has consistent quality before being trained using the YOLOv5
algorithm. This process produces several outputs as follows:

1) Resizing: The image sizes, which were initially
varied, were standardized to 416x416 pixels to match the
YOLO model input requirements. This dimensional

uniformity facilitates the training process and enhances
detection stability.

2) Augmentation: The initial dataset consisting of N
images was expanded with various augmentations:

e Rotation to simulate changes in hand angle;

e Horizontal flipping to capture both right- and left-hand
gestures,

e Zooming in/out to enrich object distance variations,

e Brightness adjustment to adapt to different lighting
conditions.

Through the augmentation process, the dataset size increased
significantly to X images (approximately Y% growth from
the original data). These additional variations play an
important role in reducing the risk of overfitting and
strengthening the model’s generalization capability in real-
world conditions.

E. Parameter Configuration

The configuration stage is carried out before the dataset
training process begins, during which various essential
hyperparameters—such as the number of epochs, batch size,
and image resolution—are determined. The selection of these
parameters greatly influences the model’s performance
because they define how many learning iterations are
executed, how much data is processed at one time, and how
images are fed into the model during training. With proper
configuration, the training process can run more optimally,
more stably, and in alignment with the system’s requirements,
as recommended in previous studies [23][24].

F. Training

The model training was conducted progressively using the
available training data through iterative processes based on
epochs and batches. In this context, one epoch represents a
full cycle in which the model processes the entire dataset,
allowing it to learn patterns comprehensively. Meanwhile,
batches divide the dataset into smaller segments that are
processed sequentially, enabling the training to run more
efficiently and reducing computational load. This structured
approach ensures that the model gradually improves its ability
to recognize patterns with each iteration, ultimately
enhancing accuracy and stability throughout the learning
process.

G. Evaluation

The evaluation of the training results was conducted by
analyzing various performance metrics, including the
confusion matrix, precision curve, precision—recall curve, and
recall curve[25]. These metrics collectively provide a
comprehensive overview of the model’s ability to accurately
recognize and classify objects. The confusion matrix is used
to observe the proportion of correct and incorrect predictions,
allowing the identification of classes that are most frequently
misclassified. The precision curve illustrates the model’s
accuracy in producing correct positive predictions across
different confidence thresholds. The precision—recall curve
offers a deeper perspective on the balance between precision
and the model’s capability to identify all positive objects,
particularly in cases where the dataset is imbalanced.
Meanwhile, the recall curve evaluates the system’s
consistency in correctly detecting objects at various threshold
values. By considering all these metrics, the overall quality of
the model can be assessed comprehensively, facilitating
refinement and improvement of detection performance in
subsequent development stages.
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1) Confusion Matrix

The confusion matrix serves as an important evaluation
tool to understand the model’s performance in object
detection, by showing the proportion of correct and incorrect
detections. Correct detections are represented by True
Positives and True Negatives, while errors are indicated by
False Positives and False Negatives. To support training
quality, the dataset was first subjected to preprocessing to
ensure consistency with the YOLOvS algorithm
requirements. This process produced several outputs as
follows:

Confusion Matrix
1.0

Predicted

background

Figure 1. Confusion Matrix

Figure 1 presents the confusion matrix results obtained from
model testing. Based on these results, accuracy, precision, and
recall were calculated as the main indicators for assessing the
model’s effectiveness. The following are the computed
accuracy values derived from the confusion matrix testing:

urasi — TP + TN
@RUrASt =TT FP + FN + TN
Curasi 31,19 + 4,09
ARUTast =33799 + 1,06 + 0,61 + 4,09
furasi = 3528
rasi = ——
akurasi 36,95

akurasi = 0,95 atau 95%

Figure 2. Accuracy
2) Precision Curve

The precision curve illustrates how the precision value of
a classification model changes with varying confidence
thresholds used for data classification. Figure 3 presents the
precision curve obtained after training.

Precision-Confidence Curve

o= all classes 1.00 at 0.961

0.2

Confidence

Figure 3. Precission curve

3) Precission-Recall Curve

In model evaluation, precision is used to assess the
accuracy of positive detections, while recall measures the
ability to identify all positive objects. As the threshold
increases, precision improves but recall decreases, and this
relationship is visualized in the precision—recall curve shown
in Figure 4.

Precision-Recall Curve

w— all classes 0.946 MAP@O.5

02

0.0
00 02 04 06 08 10

Recall

Figure 4. Precission-Recall Curve

4) Recall Curve

The recall curve graph helps in understanding the model’s
performance in detecting positive objects and in selecting the
optimal confidence threshold according to application
requirements. A good recall curve demonstrates high recall
levels, steady and gradual improvements, slow decline, and
provides clear insight into the trade-off between recall and
precision. The recall curve results are shown in Figure 5.
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Figure 5. Recall curve
H. Detection Results

The results of the training process demonstrate a detection
accuracy of over 90%, as shown in the following figure.

B O.92

Figure 6. Detection Results

1. Save Model

The final stage of training produces a model that is
subsequently saved in the form of a best.pt file, which serves
as the primary reference used by the system to detect cues
from input images. At this stage, the model parameters that
yield the best performance during validation are automatically
selected and stored to ensure optimal detection accuracy when
the system is deployed. The best.pt file functions as the core
component in the inference process, enabling the system to
recognize and classify input signals consistently based on the
knowledge it acquired throughout training. With this saved
model, the system is prepared to operate in real-time detection

scenarios while maintaining stability and high precision in
identifying SIBI gestures.

J. System Development Model Extreme Programming

This stage establishes the objectives of developing the
SIBI gesture detection system, including achieving a
minimum detection accuracy of 90%. The Extreme
Programming process is carried out through several integrated
phases, beginning with the planning stage, in which a
structured and goal-oriented strategy is formulated while still
allowing room for evaluation and control to address
discrepancies between the initial plan and actual development
conditions. The design stage follows by translating the system
architecture and interface logic into a technical blueprint that
includes a lightweight web architecture built using Flask,
where the client browser communicates with the server
through HTTP requests, and the server processes uploaded
images by forwarding them through a YOLOVS inference
pipeline. This pipeline consists of image preprocessing,
model loading using the best.pt weight file, object detection
inference, and returning a structured JSON output to the client
for real-time visualization.

During the coding stage, the system is developed
iteratively and adaptively based on the Extreme Programming
approach, enabling rapid responses to changing requirements
while ensuring efficient backend processing through the
lightweight yet reliable Flask environment. With this
combination of a fast development methodology and
appropriate technology choices, the system is able to operate
optimally in accordance with its intended objectives.

In the testing phase, blackbox testing shows that all core
functionalities—from image upload and model processing to
the display of detection results—operate according to
specifications without any functional errors[26][27]. Tests
were conducted to identify potential errors, and the results are
presented in Table 1. Meanwhile, usability testing indicates
that users can operate the system easily, the interface is
quickly understood, response times are adequate, and user
satisfaction levels are categorized as high. These combined
testing results ensure that the system not only functions
correctly but also provides an effective, user-friendly, and
reliable experience in real-world scenarios.

TABLE I
BLACKBOX TESTING
No Testing Test Results Conclusion
Activity
1 Webcam Object Active Webcam Valid
Detection
2 Gesture Displays Gesture Valid
Detection Detection by class

Source: processed data, 2025

Usability testing also indicated that the system is easy to
operate, the interface is quickly understood, the response time
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is considered adequate, and the overall user satisfaction level Question 2 | Descripti | Score Responde | NxR
falls into the high category[28]. Questionnaire data obtained on ™) nt
from 20 respondents were analyzed using a Likert scale, The Strongly 5 0 0
consisting of 15 respondents from the deaf community in application | Agree
Sorong City and 5 respondents from the general public. This has an casy | Agree 4 10 40
analysis further reinforces the finding that the system not only :1(;1 derstand iali}é 3 10 30
functions correctly but also provides an effective, easy, and easy to D;gs agree 2 0 0
comfolrtable, and reliable user experience in real—yvorld use display. [ Strongly 1 0 0
scenarios. then the calculation results are presented in the Disagree
following table 2: Total 20 70
TABLE 2 Percent Y = % x 100 70%
USEBILITY TESTING Question 3 Descripti | Score Responde | NxR
Answer scale Description Score on N) nt
SA Strongly Agree 5 Useful Strongly 5 2 10
A Agree 4 Applications | Agree
FA Fairly Agree 3 for Society Agree 4 12 48
D Disagree 2 Fairly 3 4 12
SD Strongly Disagree 1 Agree
. Disagree 2 2 4
The results of calculating the percentage of the total Strongly 1 0 0
respondent score can be seen as follows: Disagree
Total 20 74
= ldeal score * " Percent ¥ = —= x 100 74%
Y = The desired percentage value (%) Question 4 | Descripti | Score Responde | NxR
X = The sum of the answer category values multiplied by on N) nt
the frequency (Z K:N X REI ) The SIBI Strongly 5 4 20
N = The value of each answer sign Agree
R = Frequency langpag§ Agree 4 10 40
application Fairly 3 2 6
can help Agree
Ideal score = The highest value multiplied by the number uscrs Disagree 2 4 8
of samples (5x20 = 100)After obtaining the Y value, the next understand Strongly 1 0 0
step is to find the interval (range) and percentage the SIBI Disagree
interpretation using the formula below: f;ﬁguage
I=100/Total Score (Likert) detection
system.
Therefore, I = 100/5 = 20 Total 20 74
Result (I) =20 PercentY = % x 100 74%
o . . Question 5 Descripti Score Responde | NxR
(this is the interval from the lowest 0% to the highest on (N) nt
100%). Score each question in the following table: Application | Strongly 5 2 10
TABLE 3 usage is Agree
QUESTION SCORE satisfactory Agree 4 12 48
Question 1 Descripti Score Responde NxR iagli}é 3 2 6
on ) nt Di 5 1 3
The Strongly 5 0 0 o ; 5 o
application Agree Dr ongly
. ; isagree
is running Agree 4 14 56 Total 20 )
well Fairly 3 6 18 72 o
Agree Percent Y = T00 X 100 2%
Disagree 2 0 0 Mean total 72,8%
Strongly 1 0 0 Source: processed data, 2025
Disagree
Total 20 74 The usability testing results of the SIBI sign language
Percent Y = % x 100 74% detection application indicate that the system functions well,

is easy to use, beneficial for the community, and provides a
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relatively high level of user satisfaction. Based on five
evaluation indicators assessed by 20 respondents using a
Likert scale, an average score of 72.8% was obtained, which
falls into the ‘good’ category, with responses predominantly
in the ‘Agree’ and ‘Strongly Agree’ categories. The highest
scores were recorded in the aspects of application
functionality and societal benefits (74%), while interface
simplicity and ease of use received 70%. Overall, the
application was considered effective in detecting SIBI
gestures, assisting users in understanding the system, and
delivering a satisfactory user experience. These findings
demonstrate that the YOLOvS-based application is feasible as
an inclusive communication tool and holds strong potential
for further development, particularly in enhancing the user
interface and optimizing performance to be more adaptive to
diverse real-world conditions.

IV. CONCLUSIONS

This study demonstrates the successful implementation of
the YOLOVS algorithm for web-based detection of SIBI sign
language gestures by utilizing a dataset of 5,682 images from
36 sign classes that underwent labeling, dataset splitting, and
preprocessing through resizing, augmentation, and balancing
to improve data quality. The trained model achieved a
detection accuracy of 95% with consistent precision and
recall values, as well as stable real-time inference
performance. System development using the Extreme
Programming (XP) method enabled a structured process
through the planning, design, coding, and testing stages.
Black-box testing confirmed that all system functions
operated according to specifications, while usability testing
involving 20 respondents produced an average score of 72.8%
(good category), indicating that the application is easy to use,
beneficial, and provides a satisfying user experience. Thus,
this study affirms that the YOLOv5-based SIBI gesture
detection system is feasible as an inclusive communication
tool, offering advantages in speed and real-time accuracy.

The sustainability of this research presents broad
development opportunities, one of which is expanding the
model to support Bahasa Isyarat Indonesia (BISINDO),
which is more commonly used across various regions, thereby
enhancing accessibility and inclusivity for the deaf
community. Furthermore, the system can be optimized
through multimodal integration, such as combining camera
input with text or voice output, which would enrich
interactions and create a more natural communication
experience. This multimodal integration has the potential to
produce a more intelligent and adaptive sign detection system
capable of providing more comprehensive communication
support in diverse real-world scenarios. With continuous
development, this system is expected to evolve into an
increasingly effective and relevant assistive technology that
supports the communication needs of the deaf community in
Indonesia.
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